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Abstract: The exploitation of vulnerabilities in digital products and services is an essential component of sophisticated cyberattacks. Well-resourced adversaries increasingly exploit vulnerabilities for economic, political, or military gain, causing effects that destabilise cyberspace. Several multilateral and multi-stakeholder fora develop norms and principles to reduce such vulnerabilities. The main challenge lies in implementation. Under the Geneva Dialogue on Responsible Behaviour in Cyberspace\(^1\) (Geneva Dialogue), a dozen leading global companies jointly developed a set of good corporate practices that translate high-level principles into day-to-day operations. This paper argues that these practices make cyberspace less vulnerable, and thus contribute to the implementation of global norms and principles. It further analyses key global norms and principles related to the security of digital products and services and the role of industry. It then presents the most relevant results of the ongoing work of the Geneva Dialogue, particularly good corporate practices related to security by design: threat modelling, supply chain security, development and deployment, and vulnerability processes. It discusses how these measures may reduce vulnerabilities, especially for smaller producers whose importance in the supply chain was elevated by COVID-19. It reflects on the need to turn good practices into baseline requirements to support market newcomers and regulators worldwide.
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\(^1\) The Geneva Dialogue (https://genevadialogue.ch) is an initiative of the Swiss government and DiploFoundation. Partners of the Geneva Dialogue include Bi.Zone, Cisco, EnSign, FireEye Mandiant, Kaspersky, Huawei, Microsoft, UBS, PNG ICT Cluster, SICPA, Siemens, SwissRe, Tata Consultancy Services, VU, and Wisekey. Good corporate practices regarding the security of digital products and services, discussed in detail in this paper, have been developed through 15 group online meetings and continuous collaboration in the shared document, conducted over 7 months in 2020.
1. INTRODUCTION

Threat actors often exploit vulnerabilities in digital products, making information and communication technology (ICT) companies an initial target of their operations in order to reach their ultimate goals (Hurel and Lobato 2018). The exploitation of vulnerabilities within the supply chain of digital products by Advanced Persistent Threat (APT) actors may impose high economic costs and impact international stability. Two examples stand out. First, the NotPetya ransomware – which exploited vulnerabilities in Windows and spread through the global supply chain via a compromised update of accountancy software in Ukraine – resulted in more than US$10 billion in damages (Greenberg 2018). The US and UK governments publicly attributed the attack to the Russian military (White House 2018; UK NCSC 2018). Second, the SolarWinds hack – where a software update was compromised and was allegedly engineered by a state-sponsored APT actor (CISA 2020) – created a backdoor to about 18,000 entities (SolarWinds 2020), including US public institutions and large corporations.

The exploitation of vulnerabilities is one of the most frequent components of sophisticated cyberattacks (Uren, Hogeveen and Hanson 2018). Product security also plays a fundamental role in the development of offensive cyber capabilities, since a cyberattack is realised when the capabilities of the attackers match the possibility to exploit a vulnerability (Mladenović and Radunović 2018). Leading technical frameworks for describing sophisticated APT attacks also consider the exploitation of vulnerabilities among major components: ‘Exploiting a vulnerability to execute code on a victim’s system’ represents the fourth phase of the Lockheed Martin Cyber Kill Chain™ (Hutchins, Cloppert and Amin 2011), while the MITRE ATT&CK framework of adversarial tactics and techniques reflects on exploiting vulnerabilities at various stages of an attack, starting with developing capabilities by ‘building or acquiring solutions such as malware, exploits, and self-signed certificates’ (MITRE n.d.).

Unsecured digital products allow attacks that damage global cyber stability. Therefore, states must cooperate with industry to implement international cybersecurity norms and principles (hereinafter referred to as ‘norms and principles’) – particularly those related to the integrity of the supply chain and the responsible reporting of vulnerabilities.

In this paper we review the related international norms and principles and discuss good corporate practices related to the security of digital products that contribute to the implementation of these norms and principles, and hence to global cyber stability.
Norms and principles agreed upon at the level of the UN General Assembly (UN GA) have the highest normative authority. This holds true for the report of the 2013–2015 UN Group of Governmental Experts (GGE 2015), which contains 11 voluntary norms for the responsible behaviour of states in cyberspace and has since been endorsed by the UN GA. Since then, there have not been major breakthroughs in the development of norms at the UN level. A further GGE (2016–2017) did not produce a consensus report. The debate continues in the framework of the 2018–2021 GGE (UNODA 2021). The UN Open-Ended Working Group (OEWG), which has been open to all UN member states, did produce a consensus report in March 2021. It contains an important reaffirmation of the need to implement the 11 norms agreed upon in 2015 and directs particular attention to protecting critical health infrastructure, the integrity of the supply chain and responsible reporting of vulnerabilities (UN GA 2021, 5). In 2020, Russia led the process of establishing a new 2021–2025 OEWG, which should, according to its mandate (UN GA 2020), further develop the rules, norms and principles of responsible behaviour.

In this context, better implementation of existing norms and principles is essential to enhancing cyber stability. Implementation takes different approaches at different levels. Some government-led and non-government initiatives aim to clarify, fill the gaps, or strengthen compliance with the norms developed by the GGE.

In parallel, non-government-led initiatives focusing on norms and principles have also flourished in recent years. This is an important development because the UN processes remain intergovernmental and the norms developed therein are targeted at states, even if they indirectly impact other actors. Non-government initiatives, however, expand the group of actors that hold agency (Passoth 2012) in promoting cyber stability and assigning active responsibilities to companies, the technical community and individuals. These normative efforts aim not only to pull non-government actors to comply with norms announced by the GGE, but also to fill gaps in these norms.

Table I shows the norms developed by the 2013–2015 GGE focusing on the security of digital products and services that have been echoed by some multi-stakeholder initiatives, including: a) the Global Commission on the Stability of Cyberspace (GCSC); b) the Paris Call for Trust and Security in Cyberspace (Paris Call); and c) the Charter of Trust.
### TABLE I: A COMPARISON BETWEEN NORMS FOCUSED ON THE SECURITY OF DIGITAL PRODUCTS AND SERVICES BY THE UN GGE AND MULTI-STAKEHOLDER INITIATIVES, ADAPTED FROM GROTTOLLA (2020)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Protection of the integrity of the supply chain</strong> (para 13 (i))</td>
<td>States should ‘take reasonable steps to ensure the integrity of the supply chain, including through the development of objective cooperative measures, so that end users can have confidence in the security of ICT products’.</td>
<td><strong>Avoidance of tampering:</strong> State and non-state actors should not tamper with products and services in development and production, nor allow them to be tampered with (Norm 3).</td>
<td><strong>Lifecycle security:</strong> Strengthen the security of digital processes, products and services throughout their lifecycle and supply chain (Principle 6).</td>
<td><strong>Responsibility throughout the supply chain:</strong> Ensure confidentiality, authenticity, integrity and availability by setting baseline standards (Principle 2).</td>
</tr>
<tr>
<td><strong>Sharing vulnerability knowledge</strong> (para 13 (j))</td>
<td>States should ‘encourage the responsible reporting of vulnerabilities’.</td>
<td><strong>Vulnerability equity process:</strong> States should create transparent frameworks to assess whether and when to disclose not publicly known vulnerabilities, with the default presumption in favour of disclosure (Norm 5).</td>
<td><strong>Reduce and mitigate significant vulnerabilities:</strong> Developers and producers of products and services on which cyber stability depends should (1) prioritise security and stability, (2) take reasonable steps to ensure their products and services are free from significant vulnerabilities, and (3) take measures to mitigate vulnerabilities that are later discovered in a timely manner and to be transparent about the process (Norm 6).</td>
<td><strong>Security by default:</strong> Adopt the highest appropriate level of security and data protection and ensure that it is preconfigured into the design of products, processes, technologies, etc. (Principle 3).</td>
</tr>
</tbody>
</table>
At the same time, norms must be rooted in practice and acted upon (Finnemore and Hollis 2016). The implementation of norms depends on shared ownership with engagement from both the private sector and civil society (Klimburg and Almeida 2019).

Industry plays a particular role, as the main driver and pace-setter of innovation (Kaufmann 2016), in creating digital products and owning most infrastructure. Since cyberattacks are typically executed remotely from different locations, global reach is one distinct advantage of industry over states when it comes to norm implementation. Hence, if global ICT and related industries implement similar good practices (e.g. vulnerability disclosure), norm implementation will also be advanced globally, rather than only nationally or regionally. Even though states are ultimately responsible for global cyber stability, other actors can make destabilising actions more costly by implementing existing norms and principles. This holds especially true for the private sector.

Industry generally shares an interest in having a more stable global cyberspace and protecting their business model. Early arguments have pointed to the growing economic costs of cyberattacks that would drive companies towards responsible behaviour (Anderson 2001). Voluntary corporate social responsibility, based on ‘a range of corporate motives, including integrated internal motives and external pressures’, is particularly important in areas in which designing holistic legal instruments is difficult (Airike, Rotter and Mark-Herbert 2016, 9).

The literature has already identified a few roles for industry in the implementation of norms, such as assisting with attribution (Fairbank 2019, 394). A mapping by the Geneva Dialogue (Rizmal and Radunovi 2019) outlines several roles the corporate sector assumes and advocates for: a) information sharing on best practice and vulnerabilities, b) developing corporate norms through standardisation (focused on security by design), c) ensuring end-user security by prioritising privacy, integrity and reliability in design, and d) ensuring transparency regarding products and breaches. In addition, companies contribute to the protection of critical infrastructure and thoroughly test products (Eggenschwiler 2018).

Yet there is also growing recognition that voluntary corporate social responsibility may not be enough, and that industry must do more to enhance the security of their own products in contribution to the implementation of norms (Maxwell and Barnsby 2019). Matwyshyn (2010) warned producers were not sufficiently transparent regarding the security of their products and suggested a three-layered commitment: 1) control the security of their code, 2) warn when vulnerabilities emerge and exploitations occur, and 3) provide fixes and patches. Hathaway and Savage (2012) went further to suggest
company liability, with regulations requiring a specific vulnerability disclosure process as well as an early warning requirement, among others. Because many institutions need longer than 30 days (considered the gold standard) to apply patches – if they are able to at all – they should take greater social and legal responsibility to prevent the emergence of vulnerabilities in the first place (Hathaway 2019).

Increasing expectations, coupled with cases of APT operations that exploited vulnerabilities in widespread commercial products and with various normative initiatives and global principles, have put pressure on companies to invest more in securing their digital products. Yet, it has also become clear that the cost related to patching discovered vulnerabilities (and to reputation) surpasses the cost of embedding security throughout the development lifecycle (Dougherty et al. 2018). At the same time, the community has started mapping and discussing weaknesses in the design or implementation of security architecture (particularly in software) of various producers (Santos, Tarrit and Mirakhorlī 2017). All this has incentivised companies to turn (some of) their efforts to reducing vulnerabilities during the pre-market phase, instead of (only) reacting to them once the product is on the market.

3. GOOD CORPORATE PRACTICES FOR SECURITY OF DIGITAL PRODUCTS AND SERVICES

This section of the paper serves to highlight current industry approaches to enhance the security of digital products. It draws on the findings from the Geneva Dialogue (Radunović and Grätz 2020).

3.1. Security by Design and Related Concepts
The concept of security by design has emerged in relation to software, hardware, services, and system integration. Geneva Dialogue partners defined it as ‘designing with security in mind: addressing risks from an early stage and throughout the product development lifecycle. It may be understood as designing with security controls from the beginning’ (Radunović and Grätz 2020, 5). Importantly, companies understand this as a comprehensive process that considers engineering, security, business, and human resources aspects, and involves engineers, security professionals, and C-level management.

Further, industry partners outline the security development lifecycle (SDL) as the most common practical model of implementing security by design. It requires producers to model security risks, driving timely decisions about reducing risk throughout the development lifecycle. SDL is particularly applied in software development but is increasingly being adapted to cloud services and internet of things (IoT) devices.
Finally, the concept of the trustworthiness of products relates to ‘the rigorous application of design principles and concepts within a disciplined and structured set of processes that provides the necessary evidence and transparency to support risk-informed decision making and trades’ (Ross, McEvilley and Carrier Oren 2016). It can be understood more broadly as a fresh perspective on SDL, which also considers non-technical issues such as internal processes and reputation (Buchheit et al. 2020), thereby relating to the trustworthiness of producers and their internal processes, rather than just products.

3.2. Good Corporate Practices

After in-depth discussions on good practices, industry partners of the Geneva Dialogue distinguished several main elements of security by design: threat modelling, supply chain and third-party security, secure development deployment, and vulnerability processes and support. In addition, they recognised the need to adjust the corporate mindset and internal processes to the security by design approach as a cross-cutting element. These elements apply across industries: software, hardware and devices, online services, and integrated systems.

3.2.1. Threat Modelling

Threat modelling is ‘an engineering technique to identify possible threats, attacks, vulnerable areas, and countermeasures that could affect the product or the related environment’ (Radunović and Grätz 2020, 8), which should be conducted throughout the product lifecycle and involve different departments of the company – from developers and cybersecurity specialists to senior management. Threat models depend on specific customers and the way products are implemented and used; therefore, direct cooperation with customers is recommended when possible.

Steps for performing threat modelling include: (a) identifying assets, (b) defining security requirements, (c) creating a diagram of the system, (d) identifying and analysing threats, (e) performing risk management and prioritisation, (f) mitigating threats and identifying fixes, and (g) validating mitigation (Cisco n.d.; Microsoft n.d.). In industry environments, Geneva Dialogue partners noted it is necessary to look into the system as a whole rather than focusing only on its components.

3.2.2. Supply Chain and Third-party Security

Producers commonly integrate third-party components (TPC) – both proprietary and open source – into their digital products. It is crucial that companies ‘offer updates, upgrades, and patches throughout a reasonable lifecycle for their products, systems, and services via a secure update mechanism’ to ensure a secure supply chain (Charter of Trust 2020a, 2). Geneva Dialogue partner practices underline the importance of a risk-based approach for digital supply chains based on three components: 1) baseline
requirements, which should also include transparency of TPC and may be an integral part of contracts, 2) supplier criticality, including defining different requirements and compliance modalities (from self-declaration and self-assessment to external audits) for various types of TPC suppliers depending on their level of criticality, and 3) verification, including establishing an internal supply chain risk management team.

Companies should create and maintain an inventory of TPC by developing a product bill of materials (BoM), creating tools for scanning and decomposition to inspect source code and images, or issuing unique IDs for hardware components. Companies should also devise a plan for when new vulnerabilities are discovered and notify suppliers about discovered TPC vulnerabilities. It is particularly important to monitor TPC that have reached their end-of-life (EoL), and thus are left without support. Suppliers, on their side, should monitor disposing of their product by EoL. Finally, producer transparency regarding the development process is crucial, and may be enhanced through transparency centres, even though the effects may be limited in cases where customers have limited knowledge of the product in question or limited resources to thoroughly check security.

3.2.3. Secure Development and Deployment

Security needs to be embedded in product development, building and testing, releasing and deployment, and validation and compliance. Security rules and checks in automated continuous integration and continuous delivery software pipelines include responsible coding, scanning source codes for vulnerabilities, dynamic analysis of code, checking dependencies for vulnerabilities, and unit tests with security checks. Particular attention must be paid to the build environment to prevent unauthorised changes, as was the case with the compromise of the SolarWinds build (CrowdStrike Intelligence Team 2021). Companies should use vetted common modules and libraries that focus on secure communications, coding and information storage.

When it comes to software, testing for vulnerabilities and validation involves static and dynamic testing, vulnerability assessment, fuzzing, penetration testing, protocol robustness testing and web application scanning. While third parties may be involved in conducting specific tests (e.g. bug-bounty programmes), a third-party audit of product and update development processes is equally important. In the case of integrated systems, testing is required for the overall configuration in addition to each of the components.

3.2.4. Vulnerability Processes and Support

Companies also set up processes to react to discovered and reported vulnerabilities by developing and distributing fixes and supporting customers. This goes hand in hand with regulatory efforts in establishing responsible vulnerability disclosure policies,
as called for by global norms. Geneva Dialogue industry partners have suggested the following elements of the process with explanations below:

- **Vulnerability management**: Producer ‘practices and security controls to ensure products are running with the latest security updates (...) including monitoring and mitigating the effects of vulnerabilities in TPC used’ (Radunović and Grätz 2020, 15). A dedicated internal product security team – often dubbed Product Security Incident Response Team (PSIRT) – should be established with a clear protocol for security servicing and plans for reacting to vulnerabilities, serving as a contact point, working in close cooperation with development, security and other teams, and issuing public security advisories.

- **Vulnerability handling**: Analysis of a vulnerability that is discovered or reported to the vendor, and the required remediation (i.e. developing a fix or update).

- **Vulnerability disclosure**: ‘Overarching term for the process of sharing vulnerability information between relevant stakeholders’ (Radunović and Grätz 2020, 16), related to the element below.

- **Vulnerability reporting**: Third-party reporting to a producer about the vulnerabilities discovered in a producer’s product.

- **Coordinated vulnerability disclosure**: ‘Coordinated information sharing and mitigation efforts about reported vulnerabilities, with producers, researchers, and other interested stakeholders’ (Radunović and Grätz 2020, 17). The term *responsible vulnerability disclosure* is sometimes used instead to emphasise ethical aspects, implying a proactive investment by either party in ensuring the end goal of minimum user risk.

Importantly, this understanding of vulnerability reporting, management, and coordinated disclosure is in line with the definitions by one of the lead authorities, the Carnegie Mellon University CERT (Householder et al. 2017), while the latter is in line with the ISO/IEC 29147:2014 standard (ISO 2014).

There is a particular challenge related to the deployment of updates, since some customers may miss information about vulnerabilities and fixes and others may lack the capacity to apply them, while certain critical and complex sectors may risk their regular operations if they deploy the patch. While more research on assessing the effectiveness of patching processes is needed, it is essential that companies put more focus on preventing vulnerabilities in the first place.

**3.2.5. Adjusting the Mindset and Internal Processes**

Secure design demands companies to establish the right mindset throughout an
organisation; understanding security is everyone’s task (Charter of Trust 2018, Principle 1). This requires ‘ensuring that the organisation’s people, processes, and technology are prepared to perform secure software development at the organisation level’ (Dodson, Souppaya and Scarfone 2020, 4). Organisational setup should bring security and developer teams closer and enable different departments – including C-level management – to be involved throughout the product design lifecycle.

Continuous training throughout a company is essential, especially among engineers that implement security features during the design phase in cooperation with security teams. It should involve multiple teams and be practical and interactive (including games and realistic simulations). In addition, training for customers and third parties should also be provided where possible ‘to help government organisations, academia, and other companies to develop skills and knowledge for product security evaluation’ and ‘allow them to benefit from the transparency on the product security and vulnerability related policies’ (Radunović and Grätz 2020, 21).

4. ADVANCING THE IMPLEMENTATION OF GOOD CORPORATE PRACTICES TO ENHANCE CYBER STABILITY

If implemented consistently, good practices among large companies – particularly those whose products are widely used across various sectors and infrastructure – will have a wider positive impact. This has been underlined by recent major attacks enabled by design flaws, as described above. Hence, implementing the above-mentioned good practices will have a positive impact on cyber stability. This underscores the urgency to ensure that most, if not all, producers introduce security by design practices.

High complexity, market failures, unclear responsibilities, and lack of national and global cooperation are inhibiting greater security of digital products (OECD 2021). In the following section, we will discuss how increasing interdependence, regulatory action and globally agreed baseline requirements can address some of these issues, thereby contributing to the broader and more rigorous adoption of security by design practices.

4.1 Increasing Interdependence
The increasing interdependence of digital products and services (a supply chain issue) and the increasing level of criticality of ordinary services due to COVID-19 (pandemic-driven digitalisation) have enhanced vulnerabilities. The emerging IoT environment adds to this by integrating physical systems with the digital world (Carruthers 2016), allowing cyberattacks to generate even more far-reaching physical impacts.
4.1.1. Supply Chain
Digital products and services increasingly rely on TPC. This trend may be more intuitive for products such as hardware, where different manufacturers specialise to produce different components, as well as with integrated systems. It is also a trend in software development: open-source software (OSS) and off-the-shelf components have a clear advantage over in-house software (Badampudi, Wohlin and Petersen 2016). Geneva Dialogue partners warn about a risk with OSS as TPC, and examples like the Ripple20 and Amnesia:33 reports about vulnerabilities impacting the medical, transportation, energy, and retail industries are illustrative (Kol and Oberman 2020; dos Santos et al. 2020). It is therefore important that various producers, including open-source communities, embrace the elements of security by design discussed above to reduce the risks from TPC. This would contribute to a more secure supply chain – a goal set by the 2015 GGE Report (art. 13(i)), the Paris Call (Principle 6), and the Charter of Trust (Principle 2), among others.

At the same time, national security considerations play an important role in supply chain security. The development of state-sponsored attacks that exploit vulnerabilities has contributed to increased digital security risk (OECD 2021, 25). There is a risk of states influencing suppliers to embed hidden functions or weaknesses into digital products, thus making the supply chain vulnerable. A report by the UK government warns of the significant access that some states have to supply chains, which may lead to espionage and disruptive or destructive operations (UK 2019, 23). The EU invites supply chain risk assessments to also take into account non-technical factors by assessing suppliers based on inter alia the likelihood of interference from a non-EU country, the degree of control over its own supply chain, and the prioritisation of security practices (NIS Cooperation Group 2019, 22).

The increasing attention towards supply chain risks may incentivise industry to manage those risks more proactively, with broader implications for the adoption of good practices by small and medium-sized enterprises and start-ups.

4.1.2. Pandemic-driven Digitalisation
The pandemic has accelerated the overall digitalisation of society to unforeseen levels. According to McKinsey & Company (2020), companies have accelerated the digitalisation of their customer and supply chain by three to four years, while the share of digital or digitally-enabled products in their portfolios have been accelerated by seven years. Almost overnight, some ordinary services have become essential in society’s ‘new normal’. E-commerce, for instance, has allowed continued business cooperation (OECD 2020).
Most of these services were never conceived with security as a priority: Producers, often smaller enterprises and even start-ups, have used limited resources to focus on functionality and affordability as drivers in market competition. Their underdeveloped internal organisational culture and structure – with issues like financial and human resources – limit efforts related to security (Lavallée and Robillard 2015). There is, therefore, a need to ensure producers that may become more critical in certain circumstances embrace security by design.

It is important to underline that producers are not only IT companies. Various sectors, such as finance, health, automobiles and energy, are becoming digitalised and initiating their own digital services. Public institutions and local municipalities are also developing their own e-services – many of which have proven essential in times of crisis like that of COVID-19.

4.2. Regulations and Standards
Greater application of standards and regulatory action are also ways of enhancing the implementation of best practices. Standards related to software and device security confirm the relevance of the practices discussed in this section – yet they often do not match entirely. The Secure Software Development Framework by the US National Institute of Standards and Technology (NIST) (Dodson, Souppaya and Scarfone 2020) incorporates these practices under the framing of well-secured software and responses to vulnerabilities, which are elaborated in greater detail and with emphasis on organisational processes. In the manufacturing of hardware, software and firmware for products used in industrial systems, the discussed practices match the SDL requirements of the IEC 62443-4 standard (IEC 2019): secure implementation and coding, verification and validation, patch management and product EoL. To minimise the risk from the misuse of IoT devices, such as in botnets, the ETSI 303 645 standard (ETSI 2020) matches the discussed practices by defining baseline requirements for IoT devices: managing reports of vulnerabilities, software validation and maintenance, and security by default elements. However, it fails to directly reference threat modelling and TPC review.

Emerging regulatory frameworks also reflect on the discussed practices directly. The IoT Cybersecurity Labelling Scheme of Singapore (CSA 2020) incorporates the baseline requirements (in Tier 1) of the ETSI 303 645 standard and strengthens them with requirements (in Tier 2) for threat modelling based on the Infocom Media Development Authority of Singapore IoT Cyber Security Guide (IMDA 2020, 7) and (in Tier 3 and 4) for software testing on common errors and known TPC vulnerabilities, lists of all software components, and penetration testing (CSA 2020, 11). According to the Cybersecurity Act (EU 2019, Art. 54–55), the EU cybersecurity certification scheme shall include vulnerability disclosure policies, contact points, and a public
list of advisories. A broad range of requirements within the EU candidate certification scheme for cloud services focuses on the security of organisation and processes but will also include supply chain security, secure development environments, identification of vulnerabilities, directory and risk assessment of suppliers, controlling and monitoring third parties, and incident management (ENISA 2020, 132–144). In terms of critical sectors, the lead principles and practices for medical device cybersecurity by the International Medical Device Regulators Forum (IMDRF 2020) clearly match the main discussed practices, including threat modelling, security testing, software BoM, vulnerability disclosure, scoring, patching and support (even for legacy medical devices); the principles also add security requirements, architecture design and information sharing.

4.3. From Good Practices to Common Baseline Security Requirements

Good practices form a useful guide on how to approach security by design. Many producers, however – particularly those with limited resources and awareness – may lack incentives to invest in security by design or find it difficult to implement good practices and existing standards. To make a broader range of industries aware of and ready to embrace security by design, good practices should be used to shape the regulatory environment and assist producers in embracing the basics first.

Developing a global framework with baseline security requirements that are ‘common for all digital suppliers and define the fundamentals that a supplier must address in order to ensure the cybersecurity foundations for their product/service’ (Charter of Trust 2020a, 2) would be important in supporting the implementation of related norms and principles. Such baselines would also assist regulators in developing an environment based on corporate practice that is harmonised across jurisdictions.

Common baseline requirements need to account for several elements:

- Good corporate practices and requirements (e.g. by Charter of Trust (2020b));
- Regulatory instruments and requirements (e.g. labelling and certification schemes);
- Guidelines and principles of multilateral and multi-stakeholder organisations and fora (e.g. the work of the OECD and the Paris Call);
- International standards related to the security of digital products and services (e.g. International Organization for Standardization);
- Global agreements, norms and principles (e.g. GGE).

The Geneva Dialogue output document suggests that ‘as the first step, a small set of very limited and universally applicable prescriptive requirements are defined’
(Radunović and Grätz 2020, 22). Particular models and challenges in developing and implementing baseline requirements should be further studied.

5. CONCLUSION

Sophisticated threat actors challenge the stability of cyberspace by exploiting vulnerabilities in digital products and services. At the level of the UN, states have endorsed norms agreed upon by the GGE in 2015. Some of these norms address the security of digital products and services. Several multi-stakeholder initiatives, such as the GCSC and the Paris Call, have also advanced principles and proposed norms on this issue. The review of norms and principles related to reducing vulnerabilities provided in this paper emphasises the important role producers have in their implementation. The industry may increasingly take on this role due to increasing public expectations about their accountability, as well as growing market incentives.

This paper presents the common understanding achieved by some leading global companies developed within the framework of the Geneva Dialogue on key concepts related to the security of products and services, such as security by design, security development lifecycle and trustworthiness. Further elaboration on good corporate practices, collected and systematised through this dialogue, distinguishes the main components of security by design: threat modelling, supply chain and third-party security, secure development and deployment, vulnerability processes and support, and changes in the corporate mindset and internal processes. A clear match with the requirements set in the related standards and regulatory frameworks confirms their applicability.

Such good practices directly contribute to the implementation of the discussed norms, and thus to global cyber stability – though further study on quantifying this effect is necessary. This paper warns, however, of the urgency to ensure all other producers embrace security by design, particularly those whose services may become more critical to society in times of crisis like that of COVID-19, as well as those whose products play an important role within global supply chains. It suggests the development of common baseline requirements to support the uniform implementation of good practices, assist a broader range of producers (especially those with limited resources), and support practice-driven and globally harmonised regulatory environments. Developing common baseline requirements should consider existing good corporate practices, regulatory instruments, global guidelines, norms and principles, and international standards. Further study of particular models and the challenges of developing and implementing such baseline requirements is suggested.
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