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FOREWORD 

Protecting critical information assets, enabling safe communications, and conducting effective 
military operations in cyberspace have become critical national security priorities for many 
nations. They are priorities driven not only by dramatic advances in cyber attack tools 
and technology, but also by the dangerous reality that such capabilities are in the hands of 
governments, criminal organizations, terrorist groups, and individual hackers. Once isolated and 
relatively ineffective, cyber attacks today are highly effective and well-coordinated operations 
that often consist of sequenced tit-for-tat attacks and counter-attacks. Such attacks have the 
theoretical potential to paralize national economies, cripple governmental functions, and 
endanger the physical well-being of populations. The inevitable result of these developments 
could well be local or even global cyber confl agrations, with consequences rising to the level of 
those occurring during traditional physical military confrontations.

Academic institutions, industrial fora, and governmental organizations have been conducting 
research, performing case studies, and modeling cyber operations for a number of years. In this 
active cyber security “ecosystem”, the International Conference on Cyber Confl ict (CyCon) 
conducted annually in Tallinn by the NATO Cooperative Cyber Defence Centre of Excellence 
has emerged as especially infl uential, for they offer a unique perspective. This distinctiveness 
is marked by an innovative synergistic approach to the conceptual framework, architectures, 
processes and systems of cyber security and confl ict. It holistically examines strategic and 
policy matters, social and economic concerns, law, computer science and Information 
technologies, military doctrine, and human behavioral modeling with respect to cyber space. 
No less important is the open and interactive forum it offers to world-class researchers, legal/
policy/military experts, and IT practitioners.

The Proceedings of CyCon 2012, conducted with the technical support of the IEEE 
Communications Society, are collected in this volume. The twenty-nine papers were selected 
by the conference Programme Committee following a rigorous peer review process conducted 
by distinguished experts. The works are sprinkled across the legal, policy, strategic, and 
technical spectra of cyber confl ict; they include sophisticated analyses of topics like offensive 
and defensive cyber activities, the concept of the cyber space, its legal and technical boundaries, 
and the fundamental notions of cyber attacks, cyber attackers, cyber confl ict, and cyber warfare. 
We hope readers will agree that they comprise erudite and useful examinations of the key 
questions with which scholars and practitioners continue to struggle.

This volume is arranged into six chapters. The fi rst, Cyberspace – The Role of States in the 
Global Structure, includes articles that consider the role of governments in cyber space policy-
making. The second chapter, Cyber Policy & Strategic Options builds on the fi rst with papers 
that turn to the policies and strategies that States are adopting on such matters as cyber space 
protection, militarization of the cyber space and cyber warfare. Articles in the third chapter, 
Cyber Confl ict – Theory & Principles, examine theoretical issues and the historical and 
operational context in which they are at play. The fourth chapter, Cyber Confl ict – Actors, is 
a collection of papers that identifi es the various human and software actors involved in cyber 
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confl ict and examines their roles and objectives, as well as the ramifi cations of their activities. 
Chapter Five, “Cyber-Attacks” – Trends, Methods & Legal Classifi cation, deals with the 
activities of those cyber actors. It includes articles on computer network attack, methods of 
commanding and controlling cyber attacks, and cyber attacks in the context of international 
law. The volume concludes with a chapter, Cyber Defence – Methods & Tools, providing a 
series of technical pieces on cyber security information sensing, decision support and tools 
supporting the tasks of cyber defense.

We would like to thank the distinguished members of the CyCon 2012 Programme Committee 
for their tireless work in identifying papers for presentation at the conference and publication 
in this book. Most importantly, though, we are delighted to congratulate this volume’s editors – 
Dr Katharina Ziolkowski, CPT Christian Czosseck, and Dr Rain Ottis of the NATO Cooperative 
Cyber Defence Centre of Excellence. Without their technical expertise, professional attitude, 
personal dedication, and boundless enthusiasm this impressive work would not have been 
possible. 

The CyCon 2012 
Programme Committee Co-Chairs

Dr Gabriel Jakobson
Chief Scientist, Altusys Corp
Brookline, MA

Professor Michael N. Schmitt
United States Naval War College
Newport, Rhode Island
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INTRODUCTION

For the fourth year in a row, the NATO Cooperative Cyber Defence Centre of Excellence (NATO 
CCD COE) invited experts from government, academia and industry to Tallinn to discuss 
recent trends in cyber defence. The 4th International Conference on Cyber Confl ict (CyCon 
2012) brought together national security thinkers, strategists, political scientists, policy-makers, 
lawyers and technology experts interested in cyber defence, and served as a hub for knowledge 
and networking on an international level.

CyCon 2012 focused on “Military and Paramilitary Activities in Cyberspace”. Refl ecting 
the interdisciplinary approach of NATO CCD COE, this topic was explored from strategic, 
conceptual, political, legal and technical perspectives within two parallel tracks, the Law & 
Policy Track, chaired by Dr Katharina Ziolkowski (NATO CCD COE) and the Technical 
Track, chaired by Dr Rain Ottis (NATO CCD COE). Additionally, a Strategy Breakout Session, 
moderated by Dr Kenneth Geers (former member of NATO CCD COE), and multiple pre-
conference workshops (organised by the Cyber Security Forum Initiative and NORMAN), 
completed the comprehensive programme offered.

The Law & Policy Track addressed the principles of territoriality, national sovereignty and 
neutrality in cyberspace, and the impact of the global access to cyberspace upon diplomatic 
relations, human rights and democratic movements or uprisings. Also, the notion of an “armed 
attack” with regard to cyberspace was addressed from legal and political viewpoints, as well 
as the topic of State responsibility, the challenge of political attribution of malicious activities 
and the possibilities of deterrence or compellence in cyberspace. Importantly, the Law & Policy 
Track focused on the applicability of the Law of Armed Confl ict to cyberspace, addressing 
topics of military targeting such as inter alia, combatancy and direct participation in hostilities 
in cyberspace.

The Technical Track addressed the technological side of cyber confl ict, cyber attack and cyber 
weapons. This track explored case studies of some of the most infl uential cyber confl icts, 
attacks and weapons from recent times as well as hypothetical scenarios of (cyber) confl icts. 
Furthermore, the Technical Track discussed technical challenges and solutions for attribution, 
one of the major challenges in cyber security, from a technological point of view, as well as 
tools, methods and protocols of IT security, information sharing and cyber espionage.

The Strategy Breakout Session explored the topics of cyber confl ict and cyber warfare from a 
conceptual perspective. This session explored ways to carry over traditional military concepts 
such as manoeuvre warfare to operations in cyberspace. In addition, the session included 
conceptual approaches for describing cyberspace as a modern fi eld of confl ict, as well as 
overviews of various national viewpoints on international cyber security.

The Joint Sessions, addressing all participants of the conference, addressed topics such as the 
future of cyber confl icts, the ethical aspects of cyber warfare and the effects of militarisation 
of cyberspace.
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The editors of these Conference Proceedings, i.e. the Track Chairs and the Publication Chair 
Christian Czosseck (NATO CCD COE), have undertaken the challenge to not structure the 
publication in accordance with the disciplines refl ected in the conference’s tracks. Instead, we 
have rearranged the articles into categories of specifi c themes, which are explored from the 
perspectives of the different disciplines over the course of the conference, as this refl ects best 
the interdisciplinary approach that NATO CCD COE and CyCon 2012 aspire to.

The editors would like to thank the Co-Chairs and distinguished members of the Programme 
Committee for their efforts in reviewing, discussing and selecting the papers submitted pursuant 
to the “Call for Papers”, and also for the peer review of the papers submitted by invited authors, 
guaranteeing the academic quality of the selected papers.

Programme Committee Co-Chairs were (in alphabetic order):
• Dr Gabriel  Jakobson, Chief Scientist, Altusys Corporation 
• Prof Dr Michael N. Schmitt, Chairman of the International Law Department, U.S. Naval 

War College

Members of the Programme Committee were (in alphabetic order):
• Dr Iosif I. Androulidakis, University of Ioannina, Greece 
• Prof. Marta Beltrán, Rey Juan Carlos University, ESP
• Air Cdre (ret.) Dr William Boothby, UK
• Dr Catharina Candolin, Defence Forces, Finland
• Prof Tom Chen, Swansea University, UK
• Mr Christian Czosseck, NATO CCD COE
• Prof Dorothy Denning, Naval Postgraduate School, USA
• Prof Dr Chris C. Demchak, US Naval War College, USA
• Dr Myriam Dunn Cavelty, Center for Security Studies, 
 Swiss Federal Institute of Technology, Switzerland
• Dr Kenneth Geers, Naval Criminal Investigative Service, USA
• Prof Dr Robin Geiss, University of Potsdam, Germany
• Prof Dr Terry D. Gill, University of Amsterdam, The Netherlands
• Prof Dr Michael Grimalia, Air Force Institute of Technology, USA
• Mr Jason Healey, Atlantic Council, USA
• Prof Dr Wolff Heintschel von Heinegg, Europe-University Viadrina, Germany
• Prof Eric Talbot Jensen, Brigham Young University, USA
• Dr Marieke Klaver, Netherlands Organisation for Applied Scientifi c Research TNO, 
 The Netherlands
• Mr Latif Ladid, IPv6 Forum, Luxembourg
• Dr Pavel Laskov, University of Tübingen, Germany
• Dr Corrado Leita, Symantec, France
• Assoc. Prof Samuel Liles, National Defense University, USA
• Eric Luiijf, M.Sc (Eng) Delft, Netherlands Organisation for Applied Scientifi c Research 

TNO, The Netherlands
• Dr Jose Nazario, Arbor Networks, USA
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• Mr Lars Nicander, National Defence College, Sweden
• Dr Rain Ottis, NATO CCD COE
• Assoc. Prof Dr Julie Ryan, George Washington University, USA
• Prof Dr Noel Sharkey, University of Sheffi eld, UK
• Mrs Heli Tiirmaa-Klaar, European Union, European External Action Service, Belgium
• Prof Dr Enn Tõugu, NATO CCD COE and Tallinn University of Technology, Estonia
• Dr Risto Vaarandi, NATO CCD COE and SEB Bank, Estonia
• Dr Jozef Vyskoč, VaF Rovinka and Comenius University Bratislava, Slovak Republic
• Assoc. Prof Sean Watts, Creighton University, USA
• Prof Stefano Zanero, Politecnico di Milano, Italy
• Dr Katharina Ziolkowski, NATO CCD COE

Special gratitude is due to the Institute of Electrical and Electronics Engineers (IEEE) 
Communications Society, the world’s largest professional association dedicated to advancing 
technological innovation and excellence for the benefi t of humanity. The IEEE’s Communications 
Society served as technical co-sponsor of CyCon 2012 and of these Conference Proceedings, 
ensuring the academic quality of the papers and supporting their electronic publication and 
distribution.

Last but not least, we would also like to thank all authors of the papers collated in this 
publication for their superb submissions and friendly cooperation during the course of the 
publication process.

Dr Katharina Ziolkowski, Christian Czosseck & Dr Rain Ottis 
NATO Cooperative Cyber Defence Centre of Excellence

Tallinn, Estonia
June 2012
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Chapter 1
Cyberspace – The Role 
of States in the Global 
Structure
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Legal Implications of 
Territorial Sovereignty in 
Cyberspace

Abstract: The principle of territorial sovereignty applies to cyberspace and it protects the cyber 
infrastructure located within a State’s territory. States are prohibited to interfere with the cyber 
infrastructure located in the territory of another State. This certainly holds true if the conduct is 
attributable and if it infl icts (severe) damage on the integrity or functionality of foreign cyber 
infrastructure. Moreover, States have the obligation not to allow knowingly their territory to be 
used for acts that violate the territorial sovereignty of another State. It is, however, unsettled 
whether there is a rebuttable presumption of knowledge if the cyber attacks were launched from 
the government cyber infrastructure of the State of origin. 
States have a right to exercise their territorial jurisdiction over cyber activities within their 
territories. However, the characteristics of cyberspace and the necessity to preserve the 
functionality of the Internet call for consensual limitations of an exercise of territorial 
jurisdiction. The U.S. International Strategy for Cyberspace has the potential of guiding 
governments in order to either progressively develop international law or to specify existing 
norms of international law.
The attribution of cyber attacks to a given State continues to be a challenging problem. 
Nevertheless, States should continue to improve their capabilities in the area of cyber forensics. 
The U.S. Department of Defense Cyberspace Policy Report is to be considered a valuable 
contribution to that effect.

Keywords: territorial sovereignty, exercise of jurisdiction, cyber infrastructure, obligations of 
States in cyberspace

1. INTRODUCTION

The question whether traditional rules and principles of international law apply to conduct in 
cyberspace is far from new. Still, at least in Europe governments do not seem to have shown 
a specifi c interest in a clarifi cation of the applicable norms of international law before the 
cyber attacks on Estonia in 2007 and on Georgia in 2008 although the discussion in the United 

Wolff Heintschel von Heinegg
Faculty of Law
Europa-Universität
Frankfurt (Oder), Germany
heinegg@europa-uni.de

2012 4th International Conference on Cyber Confl ict
C. Czosseck, R. Ottis, K. Ziolkowski (Eds.)
2012 © NATO CCD COE Publications, Tallinn

Permission to make digital or hard copies of this publication for internal use within 
NATO and for personal or educational use when for non-profi t or non-commercial 
purposes is granted providing that copies bear this notice and a full citation on the 
first page. Any other reproduction or transmission requires prior written permission 
by NATO CCD COE.
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States of America had been underway since the end of the 20th century. Of course, it is a 
positive development that the issue of the applicability of (customary) international law to 
cyberspace has gained the attention it deserves. Less positive is the mystifi cation of cyberspace 
as a ‘fi fth dimension’ or as a ‘fi fth domain’ that according to some is considered so novel 
that it eludes the traditional rules and principles of international law. Such an exaggeration of 
cyberspace is neither justifi ed nor necessary and it therefore does not justify the various calls 
for ‘new norms of international law’ specifi cally designed for cyberspace. International law as 
it currently stands need not capitulate in view of the challenges brought about by cyberspace 
and the technology it is based upon. States seem to agree that customary international law is, in 
principle, applicable to cyberspace although there may be a need for a consensual adaptation to 
the specifi c characteristics of cyberspace.

The present paper will, for obvious reasons, not address the entire spectrum of customary 
international law that may have an impact on State conduct in cyberspace. Rather, it will 
explore whether and to what extent the rights and duties derived from the principle of territorial 
sovereignty do apply to cyberspace. It will be shown that the principle of territorial sovereignty 
applies to certain components of cyberspace and that the specifi c rights and obligations fl owing 
from that principle have not become obsolete for the mere fact that cyberspace is characterized 
as a fi fth dimension or as part of the global commons.

2. GENERAL CHARACTERISTICS OF 
TERRITORIAL SOVEREIGNTY

Irrespective of the various theories on the legal function of territory1 there is widespread 
agreement that according to the principle of territorial sovereignty a State exercises full and 
exclusive authority over its territory.2 Max Huber, in the Palmas Island Arbitration award, has 
affi rmed this general principle as follows: “Sovereignty in the relations between States signifi es 
independence. Independence in regard to a portion of the globe is the right to exercise therein, 
to the exclusivity of any other States, the functions of a State”.3 According to the International 
Court of Justice “[b]etween independent States, respect for territorial sovereignty is an 
essential foundation of international relations”.4 Territorial sovereignty (or: ‘full and exclusive 
authority’) therefore implies that, subject to applicable customary or conventional rules of 
international law, the respective State alone is entitled to exercise jurisdiction, especially by 
subjecting objects and persons within its territory to domestic legislation and to enforce these 
rules. Moreover, the State is entitled to control access to and egress from its territory. The latter 
right seems to also apply to all forms of communication. Territorial sovereignty protects a State 
against any form of interference by other States. While such interference may imply the use of 
force, that aspect is not dealt with here.

It must borne in mind that territorial sovereignty does not merely afford protection to States but 
it also imposes obligations on States, especially the “obligation to protect within the territory 

1 For a discussion of the various theories on the legal function of territory see Santiago Torres Bernárdez, 
‘Territorial Sovereignty’, in Encyclopedia of Public International Law Vol. IV, p. 823 at p. 824 et seq. (ed. 
by R. Bernhardt, Amsterdam et al. 2000).

2 See, inter alia, The Lotus, PCIJ Ser. A, No. 10, at p. 18 et seq. (1927); Free Zones of Upper Savoy and Gex 
Case, PCIJ Ser. A/B, No. 46, p. 166 et seq. (1932).

3 2 RIAA p. 829 at p. 838. 
4 ICJ, The Korfu Channel Case (Merits), ICJ Rep., 1, at p. 35 (1949).
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the rights of other States, in particular their right to integrity and inviolability in peace and in 
war, together with the rights which each State may claim for its nationals in foreign territory.”5

3. TERRITORIAL SOVEREIGNTY AND CYBERSPACE

‘Cyberspace’ has been defi ned as “a global domain within the information environment 
consisting of the interdependent network of information technology infrastructures, including 
the Internet, telecommunications networks, computer systems, and embedded processors and 
controllers”.6 There is a widely-held view that it “is not a physical place – it defi es measurement 
in any physical dimension or time space continuum. It is a shorthand term that refers to the 
environment created by the confl uence of cooperative networks of computers, information 
systems, and telecommunication infrastructures commonly referred to as the World Wide 
Web.”7 It is true that cyberspace is characterized by anonymity and ubiquity.8 Therefore it 
seems logical to assimilate it to the high seas, international airspace and outer space9, i.e., 
to consider it a ‘global common’ or legally a res communis omnium.10 However, these 
characterizations merely justify the obvious conclusion that cyberspace in its entirety is not 
subject to the sovereignty of a single State or of a group of States. In view of its characteristics 
it is immune from appropriation.

Despite of the correct classifi cation of ‘cyberspace as such’ as a res communis omnium State 
practice gives suffi cient evidence that cyberspace, or rather: components thereof, is not immune 
from sovereignty and from the exercise of jurisdiction. On the one hand, States have exercised, 
and will continue to exercise, their criminal jurisdiction vis-à-vis cyber crimes11 and they 
continue to regulate activities in cyberspace. On the other hand, it is important to bear in mind 
that “cyberspace requires a physical architecture to exist”.12 The respective equipment is usually 
located within the territory of a State. It is owned by the government or by corporations. It is 

5 Max Huber in the Palmas Arbitration, supra note 3, at p. 839. In his Separate Opinion in the Korfu Chan-
nel Case Judge Alvarez stated: “By sovereignty, we understand the whole body of rights and attributes 
which a State possesses in its territory, to the exclusion of all other States, and also in its relations with 
other States. Sovereignty confers rights upon States and imposes obligations upon them”, ICJ Rep., p. 43 
(1949).

6 Joint Chiefs of Staff, Joint Pub. 1-02, Dept. of Defense Dictionary of Military and Associated Terms, at 41 
(12 April 2001). See also the defi nition by Arie J. Schaap, ‘Cyber Warfare Operations: Development and 
Use under International Law’, 64 AFLR, 121-173, at 126 (2009), who defi nes ‘cyberspace’ as a “domain 
characterized by the use of [computers and other electronic devices] to store, modify, and exchange data 
via networked systems and associated physical infrastructures”.

7 Thomas Wingfi eld, The Law of Information Confl ict: National Security Law in Cyberspace, at 17 (Aegis 
Research Corp. 2000).

8 It has been rightly stated that “global digital networks have the features they do – of placelessness, 
anonymity, and ubiquity – because of politics, not in spite of them”. See Geoffrey L Herrera, Cyberspace 
and Sovereignty: Thoughts on Physical Space and Digital Space, at 12 (2006), available at http://www.
allacademic.com/meta/p98069_index.html.

9 For an analysis to that effect see Patrick W. Franzese, ‘Sovereignty in Cyberspace: Can It Exist?’, 64 
AFLR 1-42, at 18 et seq. (2009).

10 U.S Department of Defense, Strategy for Operating in Cyberspace (available at http://www.defense.gov/
news/d20110714cyber.pdf): “DoD will treat cyberspace as an operational domain to organize, train, and 
equip so that DoD can take full advantage of cyberspace’s potential.” See also U.S. Department of De-
fense, The Strategy for Homeland Defense and Civil Support, at 12 (2005:) “The global commons consist 
of international waters and airspace, space, and cyberspace.”

11 It suffi ces to refer to the Council of Europe Convention on Cybercrime of 23 November 2001, E.T.S. 
No.185.

12 Franzese, supra note 9, at 33.

http://www.allacademic.com/meta/p98069_index.html
http://www.defense.gov/news/d20110714cyber.pdf
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connected to the national electric grid.13 The integration of physical components, i.e., of cyber 
infrastructure located within a State’s territory, into the ‘global domain’ of cyberspace cannot 
be interpreted as a waiver of the exercise of territorial sovereignty. In view of the genuine 
architecture of cyberspace it may be diffi cult to exercise sovereignty. Still, the technological and 
technical problems involved do not prevent a State from exercising its sovereignty, especially 
its criminal jurisdiction, to the cyber infrastructure located in areas covered by its territorial 
sovereignty.

States have continuously emphasized their right to exercise control over the cyber infrastructure 
located in their respective territory, to exercise their jurisdiction over cyber activities on their 
territory, and to protect their cyber infrastructure against any trans-border interference by other 
States or by individuals.14

It needs to be emphasized that the applicability of the principle of sovereignty to the said 
components of, and activities in, cyberspace is not barred by the innovative and novel character 
of the underlying technology. This holds true for the majority of rules and principles of customary 
international law that do apply to cyberspace and to cyber activities. The U.S. President, in the 
2011 International Strategy for Cyberspace, has clearly stated that the “development of norms 
for state conduct in cyberspace does not require a reinvention of customary international law, 
nor does it render existing international norms obsolete. Long-standing international norms 
guiding state behavior – in times of peace and confl ict – also apply in cyberspace.”15

This does not necessarily mean that the said rules and principles are applicable to cyberspace 
in their traditional interpretation. In view of the novel character of cyberspace and in view of 
the vulnerability of cyber infrastructure and cyber components there is a noticeable uncertainty 
amongst governments and legal scholars as to whether the traditional rules and principles of 
customary international law are suffi ciently apt to provide the desired answers to some worrying 
questions. It is, therefore, of utmost importance that States not only agree on the principal 
application of customary international law to cyberspace but also on a common interpretation 
that takes into due consideration the “unique attributes of networked technology”.16 Hence it is 
necessary that governments “continue to work internationally to forge consensus regarding how 
norms of behavior apply to cyberspace”.17

13 See Joshua E. Kastenberg, ‘Non-Intervention and Neutrality in Cyberspace: An Emerging Principle in the 
National Practice of International Law’, 64 AFLR, 43-64, at 64 (2009).

14 See the Strategy for Operating in Cyberspace, supra note 10. See further U.S. Department of Defense, 
Cyberspace Policy Report - A Report to Congress Pursuant to the National Defense Authorization Act for 
Fiscal Year 2011, Section 934, at 4 et seq. (November 2011), available at http://www.defense.gov/home/
features/2011/0411_cyberstrategy/docs/NDAA%20Section%20934%20Report_For%20webpage.pdf.; U.S. 
President, International Strategy for Cyberspace, at 12 et seq. (May 2011).

15 Ibid., at 9.
16 Ibid.: “Nonetheless, unique attributes of networked technology require additional work to clarify how these 

norms apply and what additional understandings might be necessary to supplement them.”
17 Ibid. See also the Cyberspace Policy Report, supra note 14, at 7: “The United States is actively engaged 

in the continuing development of norms of responsible state behavior in cyberspace, making clear that as 
a matter of U.S. policy, long-standing international norms guiding state behavior also apply equally in cy-
berspace. Among these, applying the tenets of the law of armed confl ict are critical to this vision, although 
cyberspace’s unique aspects may require clarifi cations in certain areas.” At p. 9 the Report emphasizes that 
the “law of armed confl ict and customary international law, however, provide a strong basis to apply such 
norms to cyberspace governing responsible state behavior.”

http://www.defense.gov/home/features/2011/0411_cyberstrategy/docs/NDAA%20Section%20934%20Report_For%20webpage.pdf


11

4. SCOPE OF TERRITORIAL 
SOVEREIGNTY IN CYBERSPACE

The basic applicability of the principle of territorial sovereignty to cyberspace entails that the 
cyber infrastructure located on the land territory, in the internal waters, in the territorial sea, 
and, where applicable, in the archipelagic waters, or in the national airspace is covered by the 
respective State’s territorial sovereignty.18 Hence, in principle, the State is entitled to exercise 
control over that cyber infrastructure and over cyber activities in those areas. It may not be left 
out of consideration, however, that the exercise of sovereignty may be restricted by customary 
or conventional rules of international law, such as the immunity of diplomatic correspondence19 

or the rights of innocent passage, transit passage, and archipelagic sea lanes passage.20

A. Ratione loci
The fi rst consequence of the above fi ndings is that the cyber infrastructure located in areas 
covered by the territorial sovereignty is protected against interference by other States. This 
protection is not limited to activities amounting to an unjustifi ed use of force, to an armed 
attack or to a prohibited intervention.21 Rather, any activity attributable to another State, e.g. 
because it constitutes an exercise of that State’s jurisdiction, is to be considered a violation of 
the sovereignty of the territorial State.22 This also holds true if the attributable conduct has 
negative impacts on the integrity or functionality of the cyber infrastructure. It is important 
to note that not every State conduct that impacts on the cyber infrastructure of another State 
necessarily constitutes a violation of the principle of territorial sovereignty. If the act of 
interference results in infl icting material damage to the cyber infrastructure located in another 
State, there seems to be a suffi cient consensus that such an act constitutes a violation of the 
territorial sovereignty of the target State.23 In this context it must be conceded that according to 
some the damage infl icted must be severe.24 If, however, there is no or merely minor material 
damage to the cyber infrastructure it is not really settled whether that activity can be considered 
a violation of territorial sovereignty.25 The usual example given is espionage, including cyber 
espionage because international law lacks a prohibition of espionage. The fact that the data 
resident in the target system are modifi ed by the act of intrusion is not considered suffi cient 
to qualify it a prohibited violation of territorial sovereignty. It could, however, be argued that 

18 Note that within the Exclusive Economic Zone and on the continental shelf coastal States do not enjoy 
territorial sovereignty but merely certain ‘sovereign rights’ with a view to the natural resources in those sea 
areas.

19 Vienna Convention on Diplomatic Relations, Article 27(1). Note that the computers and computer net-
works located in the diplomatic mission are protected by Article 22.

20 United Nations Convention on the Law of the Sea of 30 April 1982 (UN Doc. A/CONF. 62/122 of 7 Octo-
ber 1982), Articles 17 et seq., 37 et seq., 45, 52, and 53.

21 It is important to note that the prohibitions of the use of force and intervention only apply to States, i.e., to 
conduct attributable to a State. However, Article 51 of the UN Charter does not refer to the source of an 
armed attack. Today, there is general agreement that the right of self-defence also applies to armed attacks 
by non-State actors.

22 See, inter alia, R. Jennings/A. Watts (eds.), Oppenheim’s International Law, Vol. I, para. 123, 9th ed., Jen-
nings & Watts (eds.) (Harlow 1992).

23 Ibid., para. 119.
24 This is due to the fact that the use by a State of its territory very often causes negative effects on the ter-

ritory of neighbouring States. Since the principle of territorial integrity is not considered to be absolute in 
character there are good reasons to maintain that damage below the threshold of severity must be tolerated 
and does not violate the territorial sovereignty (integrity) of the affected State.

25 Those who consider damage as relevant will not qualify such acts as violations of territorial sovereignty.
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damage is irrelevant and that the mere fact that foreign State organs have intruded into the cyber 
infrastructure of another State is to be considered an exercise of jurisdiction on foreign territory 
that always constitutes a violation of the principle of territorial sovereignty.

According to the U.S. International Strategy for Cyberspace the following activities may qualify 
as violations of U.S. territorial sovereignty: attacks on networks, exploitation of networks, and 
other hostile acts in cyberspace that threaten peace and stability, civil liberties and privacy.26 

While the respective acts are not specifi ed it seems that the U.S. government is advocating a 
rather wide scope of the principle of territorial sovereignty because it asserts the right to respond 
to such acts with all necessary means, including, if necessary, the use of (conventional) force.

As regards the cyber infrastructure thus protected by the principle of territorial sovereignty it 
is irrelevant whether it belongs to, or is operated by, governmental institutions, private entities 
or private individuals.

Moreover, such infrastructure is equally protected if it is located onboard aircraft, vessels or 
other platforms enjoying sovereign immunity. Article 95 LOSC27 provides that “warships on the 
high seas have complete immunity from the jurisdiction of any State other than the fl ag State”. 
According to Article 96 LOSC the same applies to “ships owned or operated by a State and 
used only for government non-commercial service”. As regards state aircraft in international 
airspace there is general consensus that they enjoy sovereign immunity as well.28 The Outer 
Space Treaty29 and the Liability Convention30 seem to justify the conclusion that space objects 
operated for non-commercial government purposes also enjoy sovereign immunity.31 While 
there is no treaty rule explicitly according sovereign immunity to all objects used for non-
commercial government purposes it is of importance that according to Article 5 of the UN 
Convention on State Immunity32 a State enjoys immunity from the jurisdiction of the courts 
of another State with regard to its property.33 This rule and the other rules just referred to 
give evidence of a general principle of public international law according to which objects 
owned by a State or used by that State for exclusively non-commercial government purposes 
are an integral part of the State’s sovereignty and they are subject to the exclusive jurisdiction 
of that State if they are located outside the territory of another State. ‘Sovereign immunity’ 
means that any interference with an object enjoying such immunity constitutes a violation of 
the sovereignty of the State using the object for non-commercial government purposes.34 It 

26 International Strategy for Cyberspace, supra note 14, at 12 et seq.
27 Supra note 20.
28 See HPCR Manual on Air and Missile Warfare, Rule 1 (cc) and accompanying commentary, para. 6, avail-

able at http://ihlresearch.org/amw/Commentary%20on%20the%20HPCR%20Manual.pdf.
29 Treaty on Principles Governing the Activities of States in the Exploration and Use of Outer Space, includ-

ing the Moon and Other Celestial Bodies of 10 October 1967, UN GA. Res. 2222 (XXII).
30 Convention on International Liability for Damage Caused by Space Objects of 1 September 1972, UN GA 

Res. 2777 (XXVI).
31 Note that space objects, such as satellites, used for governmental and commercial purposes, either by the 

State of registry or by that State in cooperation with a private corporation, do not enjoy sovereign immu-
nity.

32 UN Convention on Jurisdictional Immunities of States and Their Property of 2 December 2004, UN GA 
Res. 59 (XXXVIII).

33 For an assessment see David P. Stewart, ‘The UN Convention on Jurisdictional Immunities of States and 
Their Property’, 99 AJIL 194-211, at 195 et seq. (2005).

34 For a fi rst fi nding with regard to the sovereign immunity of warships see the Award of the Anglo-American 
Claims Commission, The Jessie, The Thomas F. Bayard and The Pescawha, Nielsen’s Report, 479 et seq. 
(1926).
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must be borne in mind, however, that in times of an international armed confl ict the principle of 
sovereign immunity plays no role in the relations between the belligerent States. Then, objects 
enjoying sovereign immunity may be destroyed (if they qualify as lawful targets) or they are 
subject to seizure (booty of war)35 by the respective enemy armed forces. Moreover, sovereign 
immunity is not limitless. For instance, the U.S. drone downed by Iran (allegedly by cyber 
means) had been in Iran’s national airspace and it, thus, violated Iran’s territorial sovereignty. 
Hence, Iran was entitled to use all necessary means, including cyber means, to terminate that 
violation.

Vehicles that do not serve exclusively non-commercial governmental purposes do not enjoy 
sovereign immunity. This, however, does not mean that they are not protected when located 
in areas or spaces that are not covered by the territorial sovereignty of any State. While they 
cannot be considered an integral component of a State’s sovereignty, they are included into the 
protective scope of that sovereignty by the link of nationality. This means, that the respective 
State of nationality exercises exclusive jurisdiction over such objects when they are located 
on the high seas or in international airspace. Accordingly, any interference with such objects 
constitutes a violation of the sovereignty of the State of nationality (unless justifi ed by a rule 
of public international law). This also applies to space objects. It is prohibited, under the 
Outer Space Treaty36, to interfere with the activities of other States in the peaceful exploration 
and use of outer space. It is immaterial whether the space object is owned or operated by the 
government or by a private corporation. On the high seas and in international airspace the cyber 
infrastructure will regularly be located on board a vessel or aircraft and the determination of the 
State whose sovereignty and jurisdiction applies will depend on either the fl ag State principle37 

or on the national markings the aircraft carries.38 That is different in outer space because 
satellites will in most cases have to be considered as qualifying as ‘cyber infrastructure’, i.e., 
without reference to a carrying platform. As in the case of aircraft, nationality of space objects 
is determined by registration.39

B. Exercise of Jurisdiction (Scope Ratione Materiae)
The second consequence of the applicability of the principle of territorial sovereignty to 
cyberspace is the wide-ranging right of the territorial State (including the fl ag State and the 
State of registry) to exercise its jurisdiction over cyber infrastructure and over cyber activities.

The concept of jurisdiction may be understood in a wide sense and referring to a State’s 
“lawful power to act and hence to its power to decide whether and, if so, how to act, whether 
by legislative, executive or judicial means. In this sense, jurisdiction denominates primarily, 
but not exclusively, the lawful power to make and enforce rules”.40 As already noted above, 
the exercise of jurisdiction is not limited to a State’s territory. For instance, a State exercises 
exclusive jurisdiction onboard vessels fl ying its fl ag and onboard aircraft registered in that 
State. Moreover, according to the principles of active and of passive nationality, a State is 

35 See Yoram Dinstein, ‘Booty of War’, in: MPEPIL, available at http://www.mpepil.com.
36 Supra note 29.
37 Article 92 LOSC, supra note 20.
38 According to Article 17 of the Convention on International Civil Aviation (Chicago Convention) of 7 

December 1944, “[a]ircraft have the nationality of the State in which they are registered”.
39 See the Convention on Registration of Objects Launched into Outer Space of 15 September 1976, UN GA 

Res. 34/68.
40 Bernard H. Oxman, ‘Jurisdiction of States’, para. 1, in: MPEPIL, available at http://www.mpepil.com.
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entitled to exercise its jurisdiction over the conduct of individuals that occurred outside its 
territory. Under the universality principle, the same holds true even if neither the perpetrator 
nor the victim are nationals of the State in question. Finally, the exercise of jurisdiction can be 
based upon the protective principle.41

For the purposes of this paper that deals with the principle of territorial sovereignty the forms of 
jurisdiction just referred to, although of importance in the cyber domain, need not be elaborated 
upon. Therefore, the focus will be on the scope of territorial jurisdiction. 

It may be noted in this context that territorial jurisdiction does not necessarily presuppose 
territorial sovereignty. For instance, a State may exercise (exclusive) jurisdiction over territory 
leased or occupied.42 It may also be noted that the jurisdiction conferred on coastal States in 
their Exclusive Economic Zone or on their continental shelf, although it may be conceived of 
as quasi-territorial in character, is only analogous to territorial jurisdiction strictu sensu because 
it is limited to certain activities.

For the purposes of this paper, it suffi ces to concentrate on a State’s right to exercise its 
jurisdiction (i.e., to prescribe, enforce and adjudicate) over objects and persons physically (or 
legally) present in its territory. It seems to be undisputed that, unless limited by applicable rules 
of international law (probably including human rights law), cyber infrastructure located within 
the territory of a State and cyber activities occurring therein are susceptible to almost unlimited 
prescriptive and enforcement measures by the respective State. Territorial jurisdiction includes 
the right of a State to regulate, restrict or prohibit access to its cyber infrastructure either 
within its territory or from outside that territory. It must be re-emphasized that integration of 
physical components, i.e., of cyber infrastructure located within a State’s territory, into the 
‘global domain’ of cyberspace cannot be interpreted as a waiver of the exercise of territorial 
sovereignty and jurisdiction. In view of the mobility of users and of cloud or grid distributed 
systems it may very often be diffi cult to effectively exercise territorial jurisdiction. Still, those 
diffi culties do not justify the conclusion that territorial jurisdiction, if applied to cyberspace, is 
but a ‘toothless tiger’. To the contrary, States have regularly and quite successfully – while not 
always applauded – proven their willingness and determination to enforce their domestic law 
vis-à-vis all kinds of cyber activities.

A specifi c feature of territorial jurisdiction is the so-called ‘effects doctrine’ according to which 
a State is entitled to exercise its jurisdiction over a conduct that does not take place within its 
territory but that produces (harmful) effects in that territory.43 A useful explanation of that 
doctrine has been provided by the European Attorney-General:

“The two undisputed bases on which State jurisdiction is founded under international law 
are territoriality and nationality. The former confers jurisdiction on the State in which the 
person or the goods in question are situated or the event in question took place. The latter 
confers jurisdiction over nationals of the State concerned. Territoriality itself has given 
rise to two distinct principles of jurisdiction:

41 For a discussion of the different bases of jurisdiction see ibid., paras. 18 et seq.
42 Ibid., para. 15.
43 Ibid., paras. 22 et seq.
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(i) subjective territoriality, which permits a State to deal with acts which are originated 
within its territory, even though completed abroad
(ii) objective territoriality, which conversely, permits a State to deal with acts which 
originated abroad but which were completed at least in part within its own territory.
[The effects doctrine] confers jurisdiction upon a State even if the conduct which produced 
[the effects] did not take place within the territory.”44

Applied to the cyber domain, the effects doctrine may give rise to the exercise of jurisdiction 
over individuals who have conducted cyber operations against the cyber infrastructure in 
another State.45

In sum, it can be held that the principle of territorial sovereignty and the ensuing right of a State 
to exercise its territorial jurisdiction apply to cyberspace insofar as the cyber infrastructure 
within the territory (or on platforms over which the State exercises exclusive jurisdiction) is 
concerned. The same holds true for individuals present in that territory or for conduct that 
either takes place within that territory or that produces (harmful) effects thereon. The exercise 
of jurisdiction under any of the recognized bases under international law is limited only if there 
exist explicit rules to that effect. The characteristics of cyberspace do not pose an obstacle to 
the exercise of territorial sovereignty and jurisdiction.

5. OBLIGATIONS OF STATES IN CYBERSPACE
AND THE ISSUE OF ATTRIBUTABILITY

A. Obligations of States in Cyberspace
This section does not deal with the entire spectrum of obligations States are to observe in 
cyberspace. Therefore, the prohibition of the use of force and the issue of ‘armed attack’ are not 
dealt with here. However, as noted above, the principle of territorial sovereignty does not only 
protect States by affording them exclusive rights but it also imposes obligations on them.46 The 
protective scope of those obligations aims at the protection of the territorial sovereignty and 
integrity of other States. 

Duty of Prevention
In view of its fundamental character the principle of (territorial) sovereignty entails an obligation 
imposed on all States to respect the (territorial) sovereignty of other States. As the ICJ held in 
the Nicaragua Case: “’Between independent States, respect for territorial sovereignty is an 
essential foundation of international relations’ [...], and international law requires political 
integrity also to be respected.”47

First of all, the obligation to respect the territorial sovereignty of other States applies to conduct 
that is attributable to a State. However, according to the Korfu Channel Judgment, respect for 

44 ECJ, Ahlström and others v. Commission (In re Wood Pulp Cartel), joint cases 89/85, 104/85, 114/85, 116-
17/85 and 125-9/85, 96 ILR 148 et seq. (1994).

45 Hence, irrespective of the issue of attribution Estonia would be entitled to exercise its criminal and civil 
jurisdiction over those individuals who conducted the DDoS attacks against Estonian cyber infrastructure 
in 2007.

46 See the references supra note 5 and accompanying text.
47 ICJ, Case concerning Military and Paramilitary Activities in and against Nicaragua (Merits), ICJ Rep. 

1986, 14, at 106, para. 202, referring to its Judgment in the Korfu Channel Case, ICJ Rep. 1949, 35.
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the territorial sovereignty of other States also implies the obligation of every State “not to allow 
knowingly its territory to be used for acts contrary to the rights of other States”.48 Accordingly, a 
State is required under international law to take appropriate acts in order to protect the interests 
of other States.49 This obligation is not limited to “criminal acts”50 but applies to all activities 
infl icting (severe) damage, or having the potential of infl icting such damage, on persons and 
objects protected by the (territorial) sovereignty of the target State.51

The duty of prevention, in the context of cyber attacks, has been correctly summarized as 
follows: “States have an affi rmative duty to prevent cyberattacks from their territory against 
other states. This duty actually encompasses several smaller duties, to include […] prosecuting 
attackers, and, during the investigation and prosecution, cooperating with the victim-states of 
cyberattacks that originated from within their borders.”52

It must be borne in mind that the term ‘cyber attack’ is often understood as comprising 
“remote intrusions into computer systems by individuals”.53 However, mere intrusions have 
to be excluded because they do not infl ict direct (material) harm. Rather, intrusions must be 
considered acts of espionage that are not prohibited under public international law.54 Since 
all States engage in espionage, including via the cyberspace, mere intrusions into foreign 
computers or networks are not covered by the prohibition.

The duty of prevention presupposes knowledge. This does not necessarily mean actual 
knowledge. The duty also applies to cases of presumptive knowledge. A State will have actual 
knowledge if its organs have detected a cyber attack originating from that State’s territory or 
if that State has been informed by the victim State that a cyber attack has originated from its 
territory. Knowledge is to be presumed if the cyber attack can reasonably be considered to 
belong to a series of cyber attacks. It is important to note that the International Court of Justice 
has held that even if “a State on whose territory […] an act contrary to international law has 
occurred, may be called upon to give an explanation […] it cannot be concluded from the mere 
fact of the control exercised […] over its territory […] that that State necessarily knew, or ought 
to have known, of any unlawful act perpetrated therein”.55

Hence, there are good reasons to conclude that the duty of prevention does not apply if the 
State from whose territory the respective acts have been committed has neither actual nor 

48 ICJ, The Korfu Channel Case (Merits), ICJ Rep. 1949, 1, at 22.
49 ICJ, Case concerning United States Diplomatic and Consular Staff in Tehran, ICJ Rep. 1980, 3, at 32 et 

seq., para. 68. See also Yoram Dinstein, War, Aggression and Self-Defence, at 206 (4th ed., Cambridge 
2004).

50 Michael N. Schmitt, ‘Preemptive Strategies in International Law’, 24 Mich.J.Int’l.L., 513, at 540 et seq. 
(2003)

51 In the famous Trail Smelter Case, the Tribunal held inter alia: “This right [= sovereignty] excludes […] 
not only the usurpation and exercise of sovereign rights […] but also an actual encroachment which might 
prejudice the natural use of the territory and the free movement of its inhabitants. […] under the principles 
of international law […] no State has the right to use or permit the use of its territory in such a manner as 
to cause injury […] in or to the territory of another or the properties or persons therein, when the case is of 
serious consequence […]”; RIAA Vol. III, 1905, at 1963 et seq.

52 Matthew J. Sklerov, ‘Solving the Dilemma of State Responses to Cyberattacks: A Justifi cation for the Use 
of Active Defenses against States Who Neglect Their Duty to Prevent’, 201 MLR 1-85, at 62 (Fall 2009).

53 Ibid., at 14.
54 See, inter alia, Schaap, supra note 6, at 139 et seq.
55 ICJ, The Korfu Channel Case (Merits), ICJ Rep. 1949, 1, at 18.
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presumptive knowledge. Such a conclusion is however, not necessarily generally accepted. 

According to a position held in the literature the duty of prevention should be based on a 
State’s “actions to prevent cyberattacks in general”.56 According to this position, “States that 
do not enact [stringent criminal laws and vigorous law enforcement] fail to live up with their 
duty to prevent cyberattacks. […] A state’s passiveness and indifference toward cyberattacks 
make it a sanctuary state from where attackers can safely operate. When viewed in this light, a 
state can be held indirectly responsible for cyberattacks […].”57 However, the mere theoretical 
possibility of a State that has not enacted criminal laws (and not being obliged to do so under 
an international treaty) becoming a sanctuary for cyber attackers is certainly not suffi cient to 
justify the applicability of the duty of prevention.

There is, however, a situation that may be considered as suffi cient for the assumption that the 
respective State had, or ought to have had, knowledge of the conduct. Such a situation may exist 
if a cyber attack has been launched from cyber infrastructure that is under exclusive government 
control and that is used for non-commercial government purposes only. Provided that the origin 
of, for instance, a cyber attack can be traced back to such government cyber infrastructure, there 
may at least be a rebuttable presumption that the respective State should have known of that 
use of its territory. It is important to note that a rebuttable presumption of knowledge does not 
mean that the respective conduct is, thus, attributable to the State. That would mean that the 
aggrieved State would be entitled to resort to counter-measures, including, where applicable, to 
the use of force. However, the rebuttable presumption as such is not suffi cient to either attribute 
the conduct to the State or to serve as a legal basis for counter-measures although that might be 
the case with a view to events occurring in the physical world. In cyberspace such an approach 
could lead to an escalation and it would certainly impose on States too far-reaching obligations 
because the government cyber infrastructure may have been usurped by another State or by 
non-State actors, such as terrorists or other criminals.

Without prejudice to the problem of attributing a cyber attack to a State it may not be left out 
of consideration that the duty of prevention applies only if and insofar as the cyber attack has 
been launched from the territory of a given State. Despite of the complexity of cyberspace 
some might be inclined to recognize the duty of prevention to apply also to cyber attacks/cyber 
operations that are routed through the cyber infrastructure of another State. It is, however, 
unsettled whether the transit of data through another State brings into operation the obligation 
of prevention even if the transit State knows, or should have known, of the use of the cyber 
infrastructure located on its territory. On the one hand, the respective data may only be parts 
of a data packet. While the packet as such may be considered a ‘cyber weapon’, its constituent 
parts may be transmitted over different nodes. On the other hand, in most cases it would be 
meaningless to oblige the transit State to take preventive action because the data may be 
rerouted and may therefore nevertheless arrive at their destination.

Further Obligations
Finally, it may be added that State practice seems to justify the conclusion that there is a growing 
readiness of States to accept obligations that are of a more general character than the obligation 
to refrain from harmful conduct or to prevent such conduct.

56 Sklerov, supra note 52, at 71.
57 Ibid.
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For instance, the U.S President has taken the position that identifying the rules and principles of 
international law applicable to cyberspace must be guided by the “broad expectations of peaceful 
and just interstate conduct to cyberspace.”58 The U.S. President emphasizes that States “need to 
recognize the international implications of their technical decisions, and act with respect for one 
another’s networks and the broader Internet”59 and he demands that the emerging norms are 
guided by fi ve criteria, including global interoperability, network stability and cyber security 
due diligence.60 Indeed, global interoperability is one of the main characteristics of the Internet 
and it can only be preserved if “States […] act within their authorities to help ensure the end-to-
end interoperability of an Internet accessible to all”. Network stability presupposes that States 
do not “arbitrarily interfere with internationally interconnected infrastructure”. Since cyber 
security due diligence is understood to imply that “States should recognize and act on their 
responsibility to protect information infrastructures and secure national systems from damage 
or misuse”, it may be considered as already being part of customary international law, i.e., 
refl ective of the obligation of prevention discussed above. According to the position taken here 
the criteria enumerated in the International Strategy for Cyberspace may not yet have the status 
of customary international law but they may well be accepted by a considerable number of 
States – at least by those that are ‘like-minded’. The criteria may in any event be considered as 
being of a potentially norm-creating character, thus contributing to the progressive development 
of customary international law.

B. Attributability
An effective protection of territorial sovereignty in the cyber domain presupposes that a given 
conduct can be attributed to another State. Of course, the rather strict criteria of attributability 
in Articles 4 to 11 of the ILC’s Draft Articles on State Responsibility61 are designed for the 
purpose of State responsibility and they do not necessarily preclude the application of more 
liberal criteria with a view to determining the origin of a cyber attack. It is, however, unclear 
whether States are prepared to agree on such criteria.

It is generally agreed that, in view of the architecture and characteristics of cyberspace, it is 
“virtually impossible to attribute a cyberattack during an attack. Although states can trace the 
cyberattack back to a computer server in another state, conclusively ascertaining the identity of 
the attacker requires an intensive, time-consuming investigation with assistance from the state 
of origin.”62 The cyber attacks on Estonia (2007) and on Georgia (2008) prove the correctness 
of this fi nding. The U.S. Department of Defense (DoD) has also stressed that the “often low 
cost of developing malicious code and the high number and variety of actors in cyberspace 
make the discovery and tracking of malicious cyber tools diffi cult. Most of the technology used 
in this context is inherently dual-use, and even software might be minimally repurposed for 
malicious action.” In conclusion, the DoD admits that the “interconnected nature of cyberspace 
poses signifi cant challenges for applying some of the legal frameworks developed for specifi c 
physical domains.”63

58 International Strategy for Cyberspace, supra note 14, at 9.
59 Ibid., at 10.
60 Ibid. The remaining two are reliable access and multi-stakeholder governance.
61 Draft Articles on Responsibility of States for Internationally Wrongful Acts, UN GA Res. 56/82 of 12 

December 2001.
62 Sklerov, supra note 52, at 7.
63 Cyberspace Policy Report, supra note 14, at 8.
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Despite of the diffi culty of verifying the location from which an attack was launched or of 
identifying the attacker, the DoD has announced it would “actively seek to limit the ability 
of such potential actors to exploit or attack the United States anonymously”64 It is, of course, 
almost a commonplace that inter-agency and international cooperation as well as information 
sharing are a necessary prerequisite to achieve that goal. In view of the special characteristics 
of cyberspace it may well be stated that international law provides an obligation to cooperate 
if States are prepared to take measures in cyberspace. It will be interesting to see whether the 
DoD’s efforts to “assess the identity of the attacker via behavior-based algorithms” and to 
“signifi cantly improve its cyber forensics capabilities”65 will be successful and, what is equally 
important, accepted by other States as conclusive or suffi cient evidence of the source of a cyber 
attack.

6. CONCLUSIONS

Territorial sovereignty has proven to be a powerful and effective norm of international law that 
can be applied to cyberspace without far-reaching modifi cations if cyberspace is understood 
as comprising components – or: cyber infrastructure – that is located in a State’s territory or 
otherwise protected by the principle of territorial sovereignty. It may not be forgotten that this 
fi nding does not imply that all aspects of the protection of territorial sovereignty have thus been 
clarifi ed. For instance, there still is no consensus among States as to which cyber operations 
qualify as a prohibited use of force according to Article 2 (4) of the UN Charter or as an armed 
attack under Article 51. The rather abstract references to ‘critical infrastructure’ are not very 
helpful if there is no consensus as to which objects and institutions are to be considered ‘critical’ 
in nature. 

Equally effective is the concept of territorial jurisdiction. Accordingly, States are entitled to 
regulate cyber activities occurring within their territories and to enforce their domestic law. 
Although States enjoy an almost unlimited right to exercise their territorial jurisdiction with a 
view to cyber activities and cyber infrastructure within their territories there is an undisputable 
need for an internationally agreed understanding that the Internet’s functionality and thus 
the benefi ts it entails would be seriously challenged if States do not exercise their territorial 
jurisdiction “with respect for one another’s networks and the broader Internet”.66 Therefore, the 
fi ve criteria identifi ed by the U.S. President in the International Strategy for Cyberspace should 
be taken up by other governments. They are of a potentially norm-creating character and they 
would assist in a clarifi cation of the existing rules and principles of international law that apply 
to the cyber domain.

Finally, governments should cooperate with a view to improving their capabilities in the area 
of cyber forensics. Such cooperative efforts are necessary not only in order to identify attackers 
but also for a more effective deterrence of malevolent States and non-State actors.

64 Ibid., at 4 et seq.
65 Ibid.
66 International Strategy for Cyberspace, supra note 14, at 10.
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When “Not My Problem” 
Isn’t Enough: Political 
Neutrality and National 
Responsibility in Cyber 
Confl ict

Abstract: Cyber confl ict may not be new, but it is far from old. And as with any other major, 
disruptive global trend, there are vexing questions on which traditional international norms 
still apply, whether they apply but with modifi cations, or whether entirely new norms must 
be invented. One of the most important norms has been for states to be able to remain neutral 
in response to international confl ict, with rights and responsibilities guaranteed by the Hague 
Convention. Because of the nature of cyber confl ict, such legal norm may be less useful than 
a modifi ed norm of political neutrality. The Internet protocols themselves route cyber attacks 
through any number of neutral countries, cyber confl icts are usually not so destructive to 
obviously trigger international law, and the identity or nationality of the belligerents may not 
be obvious. 
Nations might (and probably should) accordingly come under political pressure to take 
reasonable steps to stop cyber attacks, regardless of whether or not it is a formal treaty 
obligation. This paper explores this issue and ways a nation may be less than neutral, tying this 
to a ten-point spectrum of state responsibility to help determine just how responsible a nation 
might be in a cyber confl ict. To illustrate potential new norms in action, the paper then describes 
a notional cyber confl ict which shows how the nations’ rights and responsibilities are infl uenced 
by the four factors of severity, obviousness, “stoppability,” and duration. The paper concludes 
with a short section on the commercial neutrality during cyber-confl ict, given the critical role 
that the private sector has played in the creation and operation of cyberspace.
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1. INTRODUCTION

Since cyberspace makes us all neighbors, more nations are likely to be affected by confl icts in 
cyberspace than in the air, land or sea. These nations will have to take more active steps to stop 
attack traffi c if they wish to remain neutral. 

Nations are increasingly looking to limit future confl icts, to bring these under more control, just 
as more traditional wars were restrained through treaties, conventions and norms. But it is still 
unknown how well the old agreements will hold up and what must be reinvented because of the 
nature of cyberspace and cyber confl ict. 

One of the most important norms has been for states to be able to remain neutral in response 
to international confl ict, with rights and responsibilities guaranteed by the Hague Convention. 
Because of the nature of cyber confl ict, such legal norm may be less useful than a modifi ed 
norm of political neutrality. The Internet protocols themselves route cyber attacks through any 
number of neutral countries, cyber confl icts are usually not so destructive to obviously trigger 
international law, and the identity or nationality of belligerents may not be obvious.  

Nations might (and probably should) accordingly come under political pressure to take 
reasonable steps to stop cyber attacks, regardless of whether or not it is a formal treaty 
obligation. This paper examines one aspect of this, political neutrality in cyber confl ict. New 
norms will develop as “not my problem” will no longer be acceptable.

This paper will start the examination of political neutrality with a literature review of neutrality 
and cyber confl ict, especially the legal aspects which features in most of the literature. 
However, after this introductory section, the paper shifts from legal to political neutrality, 
which allows more fl exibility to adapt to the nature of cyber confl ict. After this, the paper 
moves on to specifi c ways a nation could be less than neutral, tied to a ten-point spectrum to 
help understand responsibility and neutrality. A notional example of a cyber confl ict illustrates 
how political neutrality might work in practice and highlights four factors likely to infl uence 
political neutrality – severity, obviousness, “stoppability,” and duration – and areas for further 
research.

2. CYBER CONFLICT AND NEUTRALITY:
HOW DID WE GET HERE?

The obvious starting point in this discussion is “what is meant by neutrality?” Though the 
concept is an old one, the current legal international concept was codifi ed in the Hague 
Convention of 1907, which discusses rights and duties, and begins as clearly as possible, “The 
territory of neutral Powers is inviolable.” A defi nition that seems to be widely used is one from 
the dictionary published by the U.S. Department of Defense (DoD). Neutrality here is defi ned 
as in international law, the attitude of impartiality during periods of war adopted by third states 
toward a belligerent and subsequently recognized by the belligerent, which creates rights and 
duties between the impartial states and the belligerent.1

1 JP 1-02, “DoD Dictionary of Military and Associated Terms”, January 2012, p. 234. 
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This defi nition lacks mention of neutrality in cyber confl ict, but this is no surprise as it does not 
discuss the obvious ways neutrality differs in the other domains of land, air, sea or space either. 
The U.S. government has been very clear that it will treat cyberspace as it does these other 
domains, not least for the applicability of international law. 

The White House International Strategy for Cyberspace declared that “Consistent with the 
United Nations Charter, states have an inherent right to self-defense that may be triggered 
by certain aggressive acts in cyberspace.”2 Similarly, the commander of Cyber Command in 
testimony to Congress declared, “all military operations must be in compliance with the laws 
of armed confl ict—this includes cyber operations as well. The law of war principles of military 
necessity, proportionality and distinction will apply [...]”3 If needed, one provision of the 1934 
Communications Act allows the President to close down communications stations and remove 
equipment if needed, to “in order to preserve the neutrality of the United States.”4

Most of this recent attention, however, has been focused only on two areas: how the United 
States would respond to an attack on itself (or its allies) and how the laws of armed confl ict 
(LOAC, also known as International Humanitarian Law or IHL) apply to offensive military 
operations. There has been little or no mention of how neutrality applies to cyber other than 
an implication it would be handled similar to any other domain. This is not straightforward, of 
course.  

The only offi cial U.S. document that goes into any depth on neutrality in cyber confl ict is a 
1999 document from the DoD General Counsel, An Assessment of International Legal Issues 
in Information Operations.5 This early paper covered an impressive range of issues relating 
to cyber operations (though they were not then called by that term) including neutrality and 
“self-defense in neutral territory.” This paper made several important contributions, including 
making it clear that 

• “If a neutral nation permits its information systems to be used by the military forces of one 
of the belligerents, the other belligerent generally has a right to demand that it stop doing 
so.”

• “A neutral Power is not called upon to forbid or restrict [communications], so long as such 
facilities are provided impartially to both belligerents.”

• The use of a “nation’s communications networks as a conduit for an electronic attack 
would not be a violation of its sovereignty in the same way that would be a fl ight through 
its airspace by a military aircraft.”

• Nations need not have much concern “for the reaction of nations through whose territory 
or communications systems a destructive message may be routed.”

• “Transited state would have somewhat more right to complain if the attacking state 
obtained unauthorized entry into its computer systems as part of the communications path 
to the target computer.” 

2 White House, International Strategy for Cyberspace, 2011, p. 14.
3 General Keith Alexander, Advance Questions for Lieutenant General Keith Alexander, USA Nominee for 

Commander, United States Cyber Command, 2010, p. 15.
4 Communications Act of 1934, Section 606c.
5 Department of Defense General Counsel, An Assessment of International Legal Issues in Information 

Operations, May 1999.
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The general US approach, to treat cyberspace as similar to other domains, is supported by 
material from the International Committee of the Red Cross, whose work is based on the 
Geneva and Hague Conventions that are a foundation for LOAC. An offi cial paper from 2004 
by Knut Dörmann, Deputy Head of the ICRC Legal Division, argues that under the Geneva 
Convention (and its Additional Protocols, signed but not ratifi ed by the United States), “the fact 
that a particular military activity constituting a method of warfare is not specifi cally regulated, 
does not mean that it can be used without restrictions.”6 This paper discusses many ways that 
LOAC would apply to cyber operations, but includes little on neutrality. Andrew Carswell, an 
armed forces delegate to the ICRC, has gone farther to describe their view on neutrality in a 
2011 presentation. Starting with an explanation of the Hague Convention laws (and a sense they 
have a “slightly musty quality”) he examines several scenarios on how neutrality might apply 
to cyber confl ict.7 

Neutrality in cyber confl ict is vexed by any number of challenging questions, such as these, 
from a paper by Sean Kanuck, now a senior U.S. intelligence offi cial:

1. “What if a neutral party did not know when its sovereignty was breached to conduct 
an attack or was technically incapable of restricting belligerents’ use of its […] 
networks without irreparably harming its own governmental functions or economy?

2. “What if the tools required to conduct or defend against a cyber attack needed to be 
pre-positioned in global networks to be most effi cacious?

3. “What if a sovereign did not exercise due diligence in preventing its own subjects 
from criminally compromising foreign computer systems and later using them to 
attack a third sovereign nation?”8

To help the discussion move past theoretical questions, two military offi cers from a U.S. 
military cyber defense unit took the discussion in a very practical direction. Stephen Korns 
and Joshua Kastenburg examined one of the most important international cyber confl icts, 
the Russian invasion of Georgia in 2008, when a U.S. internet service provider hosted the 
website of the Georgian president, with important implications for America’s role as a neutral 
or belligerent. Korns and Kastenburg, as one of the few full-length treatments on the subject 
provide an excellent defi nition of legal cyber neutrality:

“Cyber neutrality, therefore, is the right of any nation to maintain relations with all parties 
engaged in a cyber confl ict. Under a traditional international law rubric, to remain neutral 
in a cyber confl ict a nation cannot originate a cyber attack, and it also has to take action to 
prevent a cyber attack from transiting its Internet nodes.”9

6 Knut Dörmann, “Applicability of the Additional Protocols to Computer Network Attacks,” 2004, p. 2, 
available at http://www.icrc.org/eng/resources/documents/misc/68lg92.htm.

7 Andrew Carswell, “Neutrality in Cyberwar,” Presentation To The Internet In Bello: Seminar On Cyber 
War, Ethics & Policy, UC Berkeley School of Law, 2011, available at http://www.law.berkeley.edu/fi les/
Neutrality_in_Cyber_War_for_web.pdf.

8 Sean Kanuck, “Sovereign Discourse on Cyber Confl ict Under International Law,” Texas Law Review, 
Vol.88, Issue 7, 2010, p. 1593.

9 Stephen W. Korns And Joshua E. Kastenberg, “Georgia’s Cyber Left Hook,” Parameters, Winter 2008-
2009, p. 62.

http://www.law.berkeley.edu/fi les/Neutrality_in_Cyber_War_for_web.pdf
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Korns and Kastenburg also highlight an important additional aspect that is rarely mentioned in 
other works, the role of the private sector, which dominates in cyberspace in a way they do not 
in other domains, with important implications for neutrality. According to their paper,

“Private industry owns and operates the majority of the Internet system. During a cyber 
confl ict, the unregulated actions of third-party actors have the potential of unintentionally 
impacting US cyber policy, including cyber neutrality. There is little, if any, modern legal 
precedent.”10

Kastenburg later wrote a follow-up article in a U.S. Air Force Law Review that also examined 
this incident but with a more legal perspective.11 

This focus on real-world events marks an important trend in the literature, an increasing focus 
not on the legal implications of neutrality, but the political importance. After all, nations can still 
insist other nations take actions to mitigate the effects of a cyber confl ict, even if international 
lawyers are still parsing over “musty” treaties and arguing over the meanings. 

This expectation that nations have some positive obligation to assist during cyber confl icts to 
which they are not a belligerent is tied to the ideas of national responsibility or sovereignty and 
has been explored in the writings of Sean Kanuck (already referenced above) along with David 
Graham (“Cyber Threats and the Law of War” in the Journal of National Security Law and 
Policy, 2010) and Patrick Franzese (“Sovereignty in Cyberspace” in Air Force Law Review, 
2009). These authors all have general consensus around certain points, such as (in Franzese’s 
words), “Many of the designers of cyberspace viewed it as an intellectual nirvana free from the 
constraints of the ‘real’ world. In reality, however, cyberspace is part of the ‘real’ world and thus 
subject to its constraints and order—in other words, subject to state sovereignty.”

More recently, a paper by this author explores the idea further and describes a ten point spectrum 
of national responsibility.12 The present paper will apply and extend this spectrum to bring 
clarity and rigor to the idea of political neutrality in cyber confl ict. 

3. WHAT DO WE MEAN BY POLITICAL,
VICE LEGAL, NEUTRALITY IN CYBER CONFLICT?

Even in the traditional domains of air, land, sea it may not be clear how to apply the Hague 
guarantee that “The territory of neutral Powers is inviolable.” But in those domains neutrality 
is far clearer than in cyberspace.  

The Internet protocols themselves route cyber attacks through any number of neutral countries 
in ways that may not be known – or even predictable – by a belligerent. Moreover, the cyber 
confl icts seen so far are typically criminal intrusions, criminal denial of service attacks, nuisance 

10 Ibid., p. 1.
11 Joshua E. Kastenberg, “On-Intervention And Neutrality In Cyberspace: An Emerging Principle In The 

National Practice Of International Law,” Air Force Law Review, Volume 64, 2009.
12 Jason Healey, “Beyond Attribution: Seeking National Responsibility in Cyberspace,” Atlantic Council, 

2012. Earlier published as “The Spectrum of National Responsibility for Cyberattacks” in the Brown 
Journal of World Affairs, 18.1 Fall/Winter 2011.
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attacks by bored or aggressive hackers, or espionage. None of these obviously rise to the level 
of “armed confl ict” or other thresholds required for most international laws on confl ict to apply. 
Even in confl icts with clear national security implications (such as Estonia in 2007 and Georgia 
2008) the disruption caused was short-term, reversible, and did not appear to have caused any 
casualties. Lastly, the identity or nationality of the belligerents may not be obvious. Indeed, the 
target of an attack may not even know they are under attack.

All of this makes a strict legal approach, bound to existing treaties, problematic. Even more 
problematic would be attempting to modify existing treaties. So far the world has only seen a 
subset of the likely kinds of cyber confl ict. Modifying treaties to accommodate only those we 
have seen so far would be myopic and modifying them to include confl icts we have not yet 
seen, and can only imagine, would be folly.

Political neutrality fi lls this gap especially as it can operate under the strict legal thresholds and 
be always applicable. For example, Russia is under no legal obligations to be impartial between 
the belligerents in the Syrian uprising, since it is not an international armed confl ict. Despite 
this lack of legal standing, other nations can apply the political (that is, diplomatic) pressure of 
moral condemnation to convince Russia to cease shipping weapons to the Assad regime. 

In contrast to the more strictly defi ned legal norms of the Geneva and Hague Conventions, 
political neutrality allows a wider range of expectations and responses. Since it is judged, not by 
international tribunals, but heads of state and public opinion it establishes in essence a separate 
set of norms for international behavior.

The attacks against Estonia in 2007 provide a practical example of political neutrality in 
cyber confl ict. Cyber attacks inundated Estonia during a political crisis between Estonia and 
Russia. The attackers followed “instructions provided on Russian-language Internet forums 
and websites,” and were supported by comments from senior Russian politicians.13 The attacks 
themselves appeared to originate from – or were routed through – 178 different countries. All 
of these countries which were asked, bar one, agreed to help cease the attacks and assist the 
Estonian investigation. The exception was Russia, which waited six weeks (indeed, after the 
confl ict was over) to refusal, an act that “was not the inevitable legal solution, considering both 
earlier [Estonian] cooperation practice with Russia and the practice with other countries with 
whom identically phrased bilateral agreements.”14 Ever since, Russia has been presumed to 
have been, if not a legally defi ned belligerent, then at least complicit and iniquitous.

This then, is the heart of the political neutrality in a cyber confl ict. Some nations certainly 
helped Estonia not to be impartial, but rather the opposite, to give them active assistance in 
the face of perceived bullying. Other nations, however, probably did indeed seek impartiality, 
choosing not to be a source of attack traffi c tormenting a fellow nation during a crisis to which 
they were not a party.

Nations might (and probably should) come under political pressure to take reasonable steps to 
stop cyber attacks, regardless of whether or not it is a formal treaty obligation.

13 Eneken Tikk, et al, “International Cyber Incidents: Legal Considerations,” NATO CCDCOE, 2010, p. 33.
14 Ibid., p. 27.
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4. HOW CAN A NATION BE LESS THAN
NEUTRAL IN A CYBER CONFLICT?

Most legal literature on neutrality and cyber confl ict focuses on a single issue: “Does routing 
of attacks by a belligerent state through the internet nodes of a neutral country violate its 
neutrality?” as it was put by the ICRC.15 This is perhaps the wrong perspective, given the kinds 
of cyber confl ict to date, as embodied in the 2007 attacks on Estonia. 

A better phrasing may be “During a confl ict, what obligations does a State have to stop attacks 
coming from its territory or citizens?” This similar, but broader, question encompasses the 
possibilities that a State will still have responsibilities not only when a belligerent routes traffi c 
through its “internet nodes.”  

During the Estonia crisis, most attacks were not “routed” as such through those 178 nations in the 
way we normally think of a weapon system being routed. These attacks were not predominantly 
cyber missiles, launched from one the government of one belligerent and passing through the 
territory of other nations on its way to the target. Rather, most of the 178 nations would have 
either (1) hosted infected computers (called bots or zombies) that were under the control of 
non-state actors in one belligerent country, or (2) been the location from which non-state patriot 
hackers launched such attacks in support of their original motherland.

Indeed, though being the source of attack traffi c is the most visible way that nations can lose 
their political neutrality in a cyber confl ict, it is not the only way. Here is a more inclusive, but 
still partial, list:

1.  Hosting bots in its physical territory.
2.  Hosting command and control nodes of a network of bots (i.e., a botnet).
3.  Attacks pass through physical territory on their way to the target.
4.  Residents in its physical territory are participating in the attack.
5.  Hosting legitimate military or dual-use targets of interest to one of the belligerents.
6.  Hosting chat rooms that are coordinating the attack.
7.  Senior leaders are encouraging attacks.
8.  Refusing to respond to requests for help.

For a State to consider itself strongly neutral, it should be working to mitigate all of these 
symptoms of partiality – many of which fall under other obligations, such as the Council of 
Europe´s Convention on Cybercrime of 2001 (Budapest Convention).

Note that, importantly, this fl ips the legal norm on its head. Because attacks are internationally 
routed in ways that may not be knowable to an attacker, the traditional norm based on a 
responsible on the attacking belligerent becomes highly problematic, at times nonsensical. Some 
of this responsibility must be picked up by nations along that attack path to take reasonable 
steps to mitigate the attack if they can.

15 Andrew Carswell, “Neutrality in Cyberwar,” Presentation To The Internet In Bello: Seminar On Cyber 
War, Ethics & Policy, UC Berkeley School of Law, 2011, available at http://www.law.berkeley.edu/fi les/
Neutrality_in_Cyber_War_for_web.pdf.

http://www.law.berkeley.edu/fi les/Neutrality_in_Cyber_War_for_web.pdf
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5. IN CONTEXT: AN EXAMPLE OF CYBER CONFLICT

To help pull apart these threads of political neutrality, the following example gives a realistic 
confl ict scenario. 

Phase 1: Zendia directs its hacker groups to deface and disrupt webpages of the Ruritanian 
leadership and the networks of banks, utilities and online stores. The botnets used in the attack 
come predominantly from fi ve countries: Zendia, Trissalia, Floria, Pollabia, and Glospland. The 
attacks cause no casualties or signifi cant disruption, though they are inconvenient. In response, 
Ruritania asks for assistance. Zendia and its client Trissalia unsurprisingly refuse to take any 
action; Floria attempts to stop the attacks but cannot, lacking technical and law enforcement 
capacity. Pollabia and Glospland are able to stop the attacks. 

After the attacks continue for some weeks, pro-Ruritanian hackers both in that country and 
the diaspora, organize a sizable counteroffensive against Zendia using botnets in all the 
above countries. Ruritania asks these attacks to stop as they are “not helpful” to de-escalate 
the situation. Zendia requests help and again Floria tries to help but cannot. Trissalia, which 
had claimed it was unable to track down the hackers or computers involved in the operation 
against Ruritania, suddenly fi nds the ability to help Zendia. The attacks are rapidly stopped and 
Trissalia extradites those responsible to a gloomy fate in Zendia. Pollabia stops these attacks as 
effectively as it did for those against Ruritania. Glospland responds to the requests from Zendia, 
but still sends technical teams to Ruritania to bolster their defenses and provides emergency 
loans to buy advanced security kit.

In addition to formally making demarches to the unhelpful countries, Ruritania protests formally 
in regional security forums and at the United Nations Security Council and General Assembly.

Phase 2: Since Ruritania’s defenses have become signifi cantly better at blocking attack traffi c, 
Zendia sends teams to both Trissalia and Floria to build additional attack infrastructure and 
enlist other hackers. Now, these countries are not just the source of botnet traffi c, they have 
Zendian hackers conducting attacks from their own soil. In addition, Zendia has initiated a new 
line of attack. Rather than massive (and noticeable) denial of service attacks using botnets, they 
begin “low and slow” intrusions, routed through all the countries involved. These are hard to 
detect, even by watchful defenders using advanced gear.

Ruritania feels that Trissalia and Floria, with attack teams on their own soil, these countries 
have far stronger responsibilities now that their role in the crisis is more direct. Unfortunately, 
the Florian government is still unable to stop the attacks and Trissalia unwilling. It asks for help 
to stop the “low and slow” attacks, but as these are so diffi cult, it does not complain when little 
help is forthcoming.

Phase 3: The attacks ratchet up: nearly 200 people have been left dead and injured after the 
disruption of traffi c lights, medical records, and local electrical power. Floria, which had been 
unable to stop the attacks earlier, realize the change in the nature of the confl ict and are able 
to implement a heavy handed, but effective stop to the attacks from their territory. The heads 
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of state of Floria, Pollabia, and Glospland come together to demand fi rst that Zendia cease to 
use their territory in the onslaught against Ruritania and threaten a response. Some of their 
more academic-minded international lawyers resist, saying there is far from a clear cut case 
that the Zendian leadership is truly responsible and, even if they were, the law is far from clear 
unless the UN Security Council acts. Glospland goes further, saying the attacks must stop, 
from wherever their source, or else there will be a military response. In the meantime, they 
implement sanctions, use their diplomats and political leaders to vilify Zendia and use other 
levers of power.

6. UNDERSTANDING POLITICAL
NEUTRALITY IN CYBER CONFLICTS

As noted in an earlier previous section and illustrated by this example, there are many ways a 
nation can be less than neutral in a cyber confl ict. Accordingly, this means there are many shades 
of responsibility each nation can bear but, as yet, there has not been any easy way to categorize 
these. To understand this example, the Spectrum of State Responsibility16 (see Table 1) is helpful 
– but not conclusive – to determine how each neutral a nation really is. This spectrum assigns 
ten categories, each marked by a different degree of responsibility, based on whether a nation 
ignores, abets, or conducts an attack. The spectrum starts from a very passive responsibility—a 
nation having insecure systems that lead to an attack—up to very active responsibility—a 

national government actually planning and 
executing an attack. Countries that fall into 
the fi rst two categories (“State Prohibited” 
and “State Prohibited But Inadequate”) have 
only very passive responsibility – and are the 
most politically neutral – since they will, at 
the least, attempt to cease any participation 
in the attacks. In the next four categories 
(“State Ignored,” “State Encouraged,” 
“State Shaped,” and “State Coordinated”) 
the nation is in no sense neutral, as it is 
actively ignoring or abetting the attacks. In 
the fi nal four categories (“State Ordered,” 
“State Rogue Conducted,” State Executed,” 
and “State Integrated”), the state has a much 
more direct hand as a belligerent, either 
ordering attacks or conducting them itself. 

The spectrum can be used both to describe 
individual attacks or a campaign of related 
attacks, and is meant to be both for the 
operational cyber defenders (“General, this 
attack against us is probably state-ordered. 
If we ask that nation for cooperation, they 

16 For more details, see previous cite for Healey, “Beyond Attribution: Seeking National Responsibility in 
Cyberspace”, supra note 12.

1. State-prohibited. The national government
 will help stop the third-party attack.
2. State-prohibited-but-inadequate. The national
 government is cooperative but unable to stop
 the third-party attack.
3. State-ignored. The national government knows 
 about the third-party attacks but is unwilling 
 to take any offi cial action.
4. State-encouraged. Third parties control and
 conduct the attack, but the national government
 encourages them as a matter of policy.
5. State-shaped. Third parties control and conduct 
 the attack, but the state provides some support.
6. State-coordinated. The national government
 coordinates third-party attackers such as by
 “suggesting” operational details.
7. State-ordered. The national government
 directs third-party proxies to conduct the
 attack on its behalf.
8. State-rogue-conducted. Out-of-control 
 elements of cyber forces of the national
 government conduct the attack.
9. State-executed. The national government
 conducts the attack using cyber forces
 under their direct control.
10. State-integrated. The national government
 attacks using integrated third-party proxies
 and government cyber forces.

TABLE 1: THE SPECTRUM OF 
STATE RESPONSIBILITY
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will not help us, and we will tip our hand.”) and the policy community (“The policy of our 
nation is to hold nations accountable for any state-ordered attacks as if those attacks were 
coming from the uniformed military services. You can’t hide behind proxies.”).

The Spectrum of State Responsibility provides a much clearer vocabulary for political neutrality. 
Nations at the high end of the spectrum have more characteristics of a belligerent while those at 
the bottom end are the most neutral. Nations that take direct actions for one belligerent but not 
all of them, may be seen as helpful but not neutral. 

How politically neutral are each of the fi ve countries in the earlier example? Zendia proved 
itself as not at all neutral. Indeed, it should be considered a belligerent, as it actually “ordered” 
the attacks (rather than merely ignoring, encouraging, shaping or coordinating them), putting 
it at level 7 in the spectrum. Ruritania was also a belligerent, in that there were broad societal 
attacks, but it did try to rein in counterattacks. Trissalia did not order any attacks but clearly 
provided all support to one side, the Zendians, and ignored requests from the other party. This 
means it is at least at level 3 of ignoring the attacks. Floria and Pollabia responded neutrally to 
both parties, though the former’s response was feckless, putting these countries at levels 2 and 
1 respectively. Glospland acted neutrally in stopping the attacks, putting it at level 1, but did 
later support Zendia as the party facing the online aggression.

At no point was “attribution” particularly important: indeed the applicable norms would 
prohibit supporting a confl ict even if none of the belligerents are known. The attacks do not 
need to be traced to determine the computers and command and control network involved, then 
the people and organizations that were ultimately in control. The obvious attack traffi c could 
have just been stopped, regardless of the geopolitical situation.

In the scenario, the technical community would try bottom-up technical attribution, but top-
down attribution, would clearly point to Zendia as being to blame. The Zendian government 
would certainly try to hide behind the fi ction that their involvement could not be “proved” but 
especially once there were casualties, this cover would have become increasingly threadbare.

As the scenario proceeded, though the spectrum remained helpful, there were obviously other 
factors in play. The most important of these are the overlapping criteria of severity, obviousness, 
“stoppability,” and duration.17

• Severity: Some confl icts are more dangerous than others; the more intense and 
deadly the stronger the requirement for positive actions to remain neutral.

• Obviousness: Some attack patterns are far more evident which implies a stronger  
responsibility for a nation to not allow them if they want to remain neutral.

• Stoppability: Some attack patterns are far easier to restrict which implies a stronger 
responsibility for a nation to not allow them.

• Duration: The longer the cyber confl ict, the stronger the need for a country to take 
actions to remain neutral. A single attack packet that passes through the nation’s 
system deserves less response than a campaign lasting months.

17 Note these are related to, but not identical to the “scope, duration and intensity” test for whether an attack 
reaches the threshold of “armed attack” in the UN Charter (see Thomas Wingfi eld and others). 
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These important points often seem undervalued or even ignored in the current discussion which 
often focus on today’s headlines on cyber crime and espionage – which are important but not 
severe. Accordingly, the norms of politically neutrality seem hard to fi nd and weak. Yet they 
are not only realistic but help to give far more clarity on the appropriate norms. Once there is 
a more severe crisis with casualties and real damage, political neutrality will become more 
important. In the same way, discussion on political neutrality must distinguish between attacks 
which are the most easily detected and stopped, as there is a higher obligation to stop these. 

In the example above, Floria did not have the capacity to be as politically neutral as it would 
have liked. But it turned out this incapacity was conditional, and lasted only as long as the 
attacks were a crisis but not a catastrophe. Once there were hundreds of casualties, however, 
it felt a moral obligation (and probably a responsibility both to international and domestic 
audiences) to make strenuous efforts. 

In the earliest phase, Ruritania was disappointed with the nations that failed to stop the attacks, 
especially those nations that did not even try. One reason was that denial of service attacks 
and botnets are fairly easy to both spot and stop. Internet Service Providers (and by extension, 
States) can typically spot this kind of traffi c transiting their systems and there are methods to 
counter them. Ruritania was right to be upset by nations that could not reign in these attacks. 
By the later phases, some of the attacks had become “low and slow” and Ruritania no longer 
had such a high expectation. 

As for duration, this notional example is far closer to the history of actual cyber confl icts, which 
are not won or lost “at the speed of light” as is often imagined. Though individual engagements 
can indeed be that quick, the confl icts themselves are usually months-long campaigns with 
repeated clashes.

7. COMMERCIAL NEUTRALITY

The dominant difference between confl ict in cyberspace is not the speed of operations, nor the 
fuzziness of borders, or global reach. While important, these are dwarfed by the fact cyberspace 
is owned and operated overwhelmingly by the private sector. Any relevant national-security 
relevant confl ict will be fought in the networks and systems of individual companies which 
built them for their own purposes and which may decide they want nothing to do with the 
confl icts of their host nations.

For example, imagine if there were a repeat of the 2007 attacks against Estonia. Microsoft, 
McAfee, Symantec, Kaspersky and other companies may want to be seen as neutral, providing 
impartial service to both belligerents. They may not be able to, however, either because of 
a governments order or because one side sees them as being a tool of, or disproportionately 
helping, the other.

Indeed, commercial pressures already enforce something very much like commercial neutrality. 
Bill Woodcock of the Packet Clearing House describes the long track record of successful 
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cooperation between the world’s largest network providers to stop the most disruptive attacks.18 
He describes a common scenario where one provider, say in the United States, may see a massive 
attack coming from their connection from an Internet exchange point in, for example, London. 
These major providers have a special authenticated hotline system for the U.S. downstream 
provider to contact the upstream provider in London to ask them to stop the attack streams, 
since they are just being dropped by the US provider. This is usually in everyone’s interest, 
since the upstream provider is paying to send this traffi c which will never be delivered, taking 
up their bandwidth in the meantime. Why pay to send bits that will never be delivered? Indeed, 
it is then in the downstream provider’s interest to ask for a cessation of attack traffi c from 
whatever provider is sending into them, who can continue this chain to the originating network 
owner. 

This process is not being done for any reasons related to ‘neutrality,’ certainly not because 
of any articles of the Hague Convention. They do it because it is cheaper, more effi cient, and 
just good behavior -- a very commercial, but no less benefi cial, norm. This kind of action is 
well outside the reach of what most Western governments could achieve, yet it is being done 
routinely without their needed to be involved.

In future, commercial neutrality will become ever more important as power is likely to continue 
to shift away from central governments and to non-state actors (like companies). Indeed, could 
there even be a major cyber confl ict if the global network providers (like AT&T, NTT, or BT) 
decided to suppress it?

8. CONCLUSION

Political neutrality will be an important norm for future cyber confl icts and this paper has 
examined the idea: what is it, past literature, and important and overlooked aspects. The central 
part of this paper developed a reasonable, but notional, scenario that explored how various 
nations would have different levels of neutrality, a determination helped by the ten-point scale 
of the Spectrum of National Responsibility.

Though the discussion of neutrality in cyber confl ict started at least in 1999, with the DoD 
General Counsel paper, it seems to have made little headway until just the last few years. 
Further research should extend several of the ideas in this paper, including the difference 
between political and legal neutrality, the use of the Spectrum of State Responsibility, and 
include analyses that include the severity, obviousness, stoppability and duration of the attacks 
in question.

This paper introduced the importance of commercial neutrality, given the outsize role of the 
private sector in cyberspace. This area deserves much more research, indeed more than is given 
to exploring how the Hague and other treaties apply.

In future, States and others that see cyber confl icts, like those against Estonia in 2007, are 
unlikely to be able to sit back and say “not my problem” even as attacks transit their network. 

18 William Woodcock, “The Next Fighting Force in Cyberspace,” Conference on CyberFutures, Air Force As-
sociation, 23 March 2012.
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When everyone is a neighbor in cyberspace, there will be no sidelines on which to sit. New 
norms, some backed with the force of international law, will come into the fore. These and 
other issues will become increasing important as the world sees more cyber confl icts and the 
researchers that study and predict it increase our understanding. 
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Neutrality in Cyberspace

Abstract: The primary object and purpose of the law of neutrality is to protect the (territorial) 
sovereignty of neutral States and to prevent an escalation of an international armed confl ict. 
Despite of the unique characteristics of cyberspace there is widespread agreement that that 
body of law applies to cyber operations taken against, or by use of, cyber infrastructure that is 
located within the territory of neutral States. 
Belligerents must respect the inviolability of neutral States and they are prohibited to exercise 
belligerent rights within their territory. It is, however, not yet suffi ciently clear whether that 
prohibition also applies to (malicious) cyber activities transmitted through neutral cyber 
infrastructure.
Neutral States are prohibited to allow the exercise of belligerent rights within their territory. 
Moreover, they are under an obligation to take all feasible measures to terminate such exercise. 
Again, it is unclear whether neutral States are also obliged to prevent a future exercise of 
belligerent rights.
If a neutral State is unwilling or unable to comply with its obligation to terminate (or to prevent) 
a violation of its neutral status, the aggrieved belligerent is entitled to enforce the law of 
neutrality, subject to proportionality.

Keywords: neutrality, neutral cyber infrastructure, prohibition of exercising belligerent rights 
within neutral territory, enforcement of neutral obligations

1. INTRODUCTION

‘Neutrality’ denotes the legal status of a State that is not a party to an international armed 
confl ict. Since the rules of international law applicable to neutral States are predominantly laid 
down in the 1907 Hague Conventions V1 and XIII2 one might be inclined to assume that the 
law of neutrality has become obsolete by desuetude or because an impartial stance vis-à-vis 
the aggressor and the victim of aggression would be irreconcilable with the jus ad bellum as 
codifi ed in the UN Charter.

Indeed the international armed confl icts that occurred after the end of the Second World 
War (e.g., the confl icts between Israel and Egypt, India and Pakistan, United Kingdom and 
Argentina, or Iraq and Iran) might cast doubts on the continuing validity of the traditional law 

Wolff Heintschel von Heinegg
Faculty of Law
Europa-Universität
Frankfurt (Oder), Germany
heinegg@europa-uni.de

2012 4th International Conference on Cyber Confl ict
C. Czosseck, R. Ottis, K. Ziolkowski (Eds.)
2012 © NATO CCD COE Publications, Tallinn

Permission to make digital or hard copies of this publication for internal use within 
NATO and for personal or educational use when for non-profi t or non-commercial 
purposes is granted providing that copies bear this notice and a full citation on the 
first page. Any other reproduction or transmission requires prior written permission 
by NATO CCD COE.

1 Convention (V) Respecting the Rights and Duties of Neutral Powers and Persons in Case of War on Land, 
The Hague, 18 October 1907, 2 AJIL Supp. 117-127 (1908).
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of neutrality. It may, however, not be left out of consideration that States, although their conduct 
may not always have been in compliance with the principle of impartiality, have recognized 
that the traditional law of neutrality continues to apply to contemporary international armed 
confl icts.3 It suffi ces to refer to the most recent military manuals of the USA4, Canada5, the 
United Kingdom6 and Germany7 as well as to the San Remo Manual8, the ILA Helsinki 
Principles9 and the HPCR Manual10. Hence, the law of neutrality is well alive.11

Under the UN Charter it is, at least in theory, possible to distinguish between an aggressor and 
the victim of aggression. This, however, does not mean that States are entitled to unilaterally 
absolve themselves from the obligations of the law of neutrality and to take a ‘benevolent’ 
attitude in favour of the alleged victim of an unlawful use of force.12 If, however, the UN 
Security Council has decided upon preventive or enforcement measures under Chapter VII of 
the UN Charter, the scope of applicability of the law of neutrality will be reduced considerably 
and the 1907 Hague Conventions will be inapplicable.13 In view of Articles 25 and 103 of the 
UN Charter States not parties to an international armed confl ict are obliged to comply with 
UN Security Council decisions and in any event to refrain from activities interfering with or 
impeding the exercise of enforcement operations under such resolution.14

Hence, the present paper starts from the premise that, subject to decisions by the UN Security 
Council under Chapter VII of the UN Charter, the traditional law of neutrality applies to States 
not parties to an international armed confl ict. It will fi rst explore whether and to what extent 

3 See Dietrich Schindler, ‘Transformations in the Law of Neutrality since 1945’, in: Humanitarian Law 
of Armed Confl ict – Challenges Ahead, Essays in Honour of Frits Kalshoven, 367-386 (ed. by A.I.M. 
Delissen/G.J. Tanja, Dordrecht 1991); Wolff Heintschel von Heinegg, ‘Wider die Mär vom Tode des 
Neutralitätsrechts’, in: Crisis Management and Humanitarian Protection, Festschrift für Dieter Fleck, 221-
241 (ed. by H. Fischer et al., Berlin 2004).

4 The Commander’s Handbook on the Law of Naval Operations, NWP 1-14M, Chapter 7 (Newport 1997).
5 Law of Armed Confl ict at the Operational and Tactical Levels, Chapter 13 (2003).
6 UK Ministry of Defence, The Manual of the Law of Armed Confl ict, (Oxford 2004). It is important to note 

that the UK Manual does not contain a chapter specifi cally devoted to the law of neutrality. However, 
its continuing validity is expressly recognized in para. 1.42 and Chapters 12 (Air Operations) and 13 
(Maritime Warfare) contain rules on neutral States, neutral aircraft and neutral vessels.

7 The Federal Ministry of Defence of the Federal Republic of Germany, Humanitarian Law in Armed 
Confl icts – Manual, Chapter 11 (Bonn 1992).

8 San Remo Manual on International Law Applicable to Armed Confl icts at Sea, paras. 14 et seq., available 
at: http://www.icrc.org. See also (ed.), San Remo Manual on International Law Applicable to Armed 
Confl ict at Sea (ed. by L. Doswald Beck, Cambridge 1995).

9 ILA, Helsinki Principles on the Law of Maritime Neutrality, ILA Report of the Sixty-Eighth Conference, 
 at 497 et seq. (London 1998).
10 Program on Humanitarian Policy and Confl ict Research at Harvard University, Manual on International 

Law Applicable to Air and Missile Warfare, Section X (Bern 2009).
11 See Heintschel von Heinegg (supra note 3), at 232 et seq.
12 Wolff Heintschel von Heinegg, ‘’Benevolent’ Third States in International Armed Confl icts: The Myth 

of the Irrelevance of the Law of Neutrality’, in: International Law and Armed Confl ict: Exploring the 
Faultlines, 543-568 (ed. by Michael N. Schmitt and Jelena Pejic, Leiden / Boston 2007).

13 See San Remo Manual (supra note 8), paras. 7-9; HPCR Manual (supra note 10), Rule 165; Helsinki 
Principles (supra note 9), para. 1.2. For the powers of the UN Security Council and the obligations of UN 
member States see Yoram Dinstein, War, Aggression and Self-Defence, at 279 et seq., 289 et seq. (4th ed., 
Cambridge 2005). For a restrictive approach to the powers of the UN Security Council see Erika de Wet, 
The Chapter VII Powers of the United Nations Security Council, at 133 et seq. (Oxford 2004).

14 For an analysis of the effects of Article 103 UN Charter see Rudolf Bernhardt, ‘Article 103’, in: The 
Charter of the United Nations. A Commentary, Vol. II, 1292-1302, at 1295 et seq. (ed. by Bruno Simma, 
2nd ed., Oxford 2002).
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that body of law is applicable to cyberspace (2.) and it will then identify the obligations of 
belligerents (3.) and neutrals (4.) with regard to (military) operations in cyberspace.

2. APPLICABILITY OF THE LAW 
OF NEUTRALITY TO CYBERSPACE

The continuing validity of the core principles and rules of the law of neutrality cannot be 
doubted in the course of an international armed confl ict that is characterized by the use of 
traditional (kinetic) weapons. But when it comes to hostilities and hostile acts conducted in or 
through cyberspace one might be inclined to reject their applicability. Indeed, if cyberspace is 
considered to be a new ‘5th dimension’, a ‘global common’, that “defi es measurement in any 
physical dimension or time space continuum”15 it could be rather diffi cult to maintain that the 
law of neutrality applies. If we acknowledge, however, that cyberspace “requires a physical 
architecture to exist”16, many of the diffi culties can be overcome.

The law of neutrality serves a double protective purpose. On the one hand, it is to protect 
the (territorial) sovereignty of neutral States and their nationals against the harmful effects 
of the ongoing hostilities. On the other hand, it aims at the protection of belligerent interests 
against any interference by neutral States and their nationals to the benefi t of one belligerent 
and to the detriment of the other. Thus, the rules and principles of the law of neutrality aim at 
preventing an escalation of an ongoing international armed confl ict “in regulating the conduct 
of belligerents with respect to nations not participating in the confl ict, in regulating the conduct 
of neutrals with respect to belligerents, and in reducing the harmful effects of such hostilities 
on international commerce.“17

Applied to the cyber context it is safe to conclude that the law of neutrality protects the 
cyber infrastructure that is located within the territory of a neutral State or that profi ts from 
the sovereign immunity of platforms and other objects used by the neutral State for non-
commercial government purposes.18 Hence, belligerents are under an obligation to respect 
the sovereignty and inviolability of States not parties to the international armed confl ict by 
refraining from any harmful interference with the cyber infrastructure located within neutral 
territory. Neutral States must remain impartial and they may not engage in cyber activities 
that support the military action of one belligerent and that are to the detriment of the other 
belligerent. Moreover, they are obliged to take all feasible measures to terminate an abuse of 
the cyber infrastructure located within their territory (or on their sovereign immune platforms) 
by any of the belligerents.

The correctness of these fi ndings might be doubted because they are based upon a teleological 
interpretation of the law of neutrality alone. However, they are supported not only by the 

15 Thomas Wingfi eld, The Law of Information Confl ict: National Security Law in Cyberspace, at 17 (Aegis 
Research Corp. 2000).

16 Patrick W. Franzese, ‘Sovereignty in Cyberspace: Can It Exist?’, 64 AFLR 1-42, at 33 (2009).
17 NWP 1-14M (supra note 4), para. 7.1.
18 Territory consists of the land territory, the internal waters, the territorial sea and, where applicable, 

the archipelagic waters of a neutral State as well as the airspace above those areas. Platforms and 
objects enjoying sovereign immunity include warships, military aircraft and diplomatic premises and 
communication devices.
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majority of authors dealing with the issue of neutrality in the cyber context19 but also by State 
practice. For instance, the U.S. Department of Defense (DoD) has taken the position that “long-
standing international norms guiding state behavior – in times of peace and confl ict – also apply 
in cyberspace.”20 The DoD Cyberspace Policy Report, inter alia, emphasizes that “applying the 
tenets of the law of armed confl ict are critical”.21 The Report also addresses activities “taking 
place on or through computers or other infrastructure located in a neutral third country”.22 It 
may be added in this context that the applicability of the law of neutrality to cyberspace has also 
been acknowledged in the recent HPCR Manual.23 Since that Manual has been endorsed by a 
considerable number of governments it may be considered as a restatement of the existing law 
and as refl ecting the consensus of States on the issues dealt with in the Manual.

Of course, the rules of the traditional law of neutrality, while in principle applicable to cyberspace, 
may require clarifi cations or even modifi cations because of the unique characteristics of 
cyberspace.24 Still, the “law of armed confl ict and customary international law […] provide a 
strong basis to apply such norms to cyberspace governing responsible state behavior.”25

3. OBLIGATIONS OF BELLIGERENTS

According to the law of neutrality belligerents are obliged to respect the inviolability of neutral 
territory. Hence, they are prohibited to conduct hostilities, to exercise belligerent rights or 
to establish bases of operations within neutral territory. These prohibitions are laid down in 
international treaties26 and they are considered as customary in character.27

A. No Harmful Interference with Neutral Cyber Infrastructure
It follows from the foregoing that the cyber infrastructure located within the territory of a 
neutral State is protected against any harmful interference by the belligerents. It does not 
matter whether the respective cyber infrastructure is owned (or exclusively used) by the 
government, by corporations or by private individuals. Neither does the protection depend 
upon the nationality of the owner. In view of the principle of sovereign immunity the same 

19 See, inter alia, Joshua E. Kastenberg, ‘Non-Intervention and Neutrality in Cyberspace: An Emerging 
Principle in the National Practice of International Law’, 64 AFLR 43-64, at 56 et seq. (2009); Graham H. 
Todd, ‘Armed Attack in Cyberspace: Deterring Asymmetric Warfare with an Asymmetric Defi nition’, ibid. 
65-102, at 90 et seq.; George K. Walker, ‘Information Warfare and Neutrality’, 33 Vanderbilt J.Trans.L., 
1079-1202, at 1182 et seq.

20 U.S Department of Defense, Strategy for Operating in Cyberspace, at 9 (available at: http://www.defense.
gov/news/d20110714cyber.pdf).

21 U.S. Department of Defense, Cyberspace Policy Report - A Report to Congress Pursuant to the National 
Defense Authorization Act for Fiscal Year 2011, Section 934, at 7 et seq. (November 2011), available at: 
http://www.defense.gov/home/features/2011/0411_cyberstrategy/docs/NDAA%20Section%20934%20
Report_For%20webpage.pdf.

22 Ibid., at 8.
23 Supra note 10, Rule 168 (b).
24 Cyber Policy Report (supra note 21), at 7.
25 Ibid., at 8.
26 Articles 1, 2, and 3 of the 1907 Hague Convention V (supra note 1); Articles 1, 2 and 5 of the 1907 Hague 

Convention XIII (supra note 2).
27 See NWP 1-14M (supra note 4), para. 7.3; German Manual (supra note 7), paras. 1108, 1149; San Remo 

Manual (supra note 8), para. 15; HPCR Manual (supra note 10), Rule 166. See also Articles 39, 40, 42 and 
47 of the Rules of Aerial Warfare, The Hague, 1923, 32 AJIL Suppl. 12-56 (1938).

http://www.defense.gov/news/d20110714cyber.pdf
http://www.defense.gov/home/features/2011/0411_cyberstrategy/docs/NDAA%20Section%20934%20Report_For%20webpage.pdf
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protection applies to every cyber infrastructure located on neutral state ships and state aircraft 
or in diplomatic premises. 

The prohibition of harmfully interfering with neutral cyber infrastructure is not limited to cyber 
attacks, i.e., to cyber operations that cause, or are expected to cause, damage, destruction, death 
or injury. Rather, it is to be understood as also comprising all activities, whether kinetic or 
cyber, that either have a negative impact on the functionality or make their use impossible. 
In other words, it is prohibited to engage in “the use of network-based capabilities […] to 
disrupt, deny, degrade, manipulate, or destroy information resident in computers and computer 
networks, or the computers and networks themselves”28, of a neutral State.

Of course, mere intrusion into neutral cyber infrastructure is not covered by this prohibition 
because international law lacks a prohibition of espionage. It must be borne in mind that the 
principle of territorial sovereignty includes the prohibition of exercising jurisdiction on foreign 
territory.29 Hence, a cyber operation that may be characterised as an exercise of jurisdiction 
would be in violation of the sovereignty of the target State. However, that prohibition is of a 
general character and thus not part of the law of neutrality strictu sensu. 

B. Exercise of Belligerent Rights and 
Use of Belligerent Cyber Infrastructure 
Belligerents are prohibited to use neutral cyber infrastructure for the purpose of exercising 
belligerent rights against the enemy or against others. It is important to note that the term 
‘belligerent rights’ is not limited to (cyber) attacks but that it refers to all measures a belligerent 
is entitled to take under the law of armed confl ict against the enemy belligerent, enemy nationals 
or the nationals of neutral States.30 This prohibition follows from the very object and purpose of 
the law of neutrality, i.e., to prevent an escalation of the international armed confl ict.

In view of its object and purpose this prohibition also applies to the exercise of belligerent 
rights by the use of neutral cyber infrastructure that enjoys sovereign immunity because it is 
used by the organs of a neutral State for exclusively non-commercial government purposes 
and that is located outside neutral territory. It is not equally clear whether the prohibition also 
applies to the use (or: abuse) of cyber infrastructure located outside neutral territory that is 
owned by a private corporation or individual. Be that as it may. In such a situation the respective 
cyber infrastructure may be considered as contributing to the enemy’s military action and the 
opposing belligerent would therefore be entitled to treat it as a lawful military objective.31

Moreover, a belligerent may not make use of its cyber infrastructure for military purposes if it 
is located on neutral territory. It is irrelevant whether the cyber infrastructure has been ‘erected’ 

28 Arie J. Schaap, ‘Cyber Warfare Operations: Development and Use under International Law’, 64 AFLR, 
121-173, at 127 (2009).

29 Permanent Court of International Justice, Judgment No. 9, The Case of the S.S. “Lotus”, PCIJ Ser. A No. 
10 (1927), at 18: “La limitation primordiale qu’impose le droit international à l’Etat est celle d’exclure 
– sauf l’existence d’une règle permissive contraire – tout exercice de sa puissance sur le territoire d’un 
autre Etat. Dans ce sens, la juridiction est certainement territoriale; elle ne pourrait être exercée hors 
du territoire, sinon en vertu d’une règle permissive découlant du droit international coutumier ou d’une 
convention.”

30 Such actions comprise detention, requisitions, capture and interception.
31 For the defi nition of lawful military objectives see Article 52 (2) of the 1977 Additional Protocol I to the 

1949 Geneva Conventions. This defi nition refl ects customary international law.
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prior to or after the outbreak of the international armed confl ict. This prohibition follows from 
Article 3 of the 1907 Hague Convention V according to which “belligerents are […] forbidden 
to:

(a) Erect on the territory of a neutral Power a wireless telegraphy station or other 
apparatus for the purpose of communicating with belligerent forces on land or sea;

(b) Use any installation of this kind established by them before the war on the territory 
of a neutral Power for purely military purposes, and which has not been opened for 
the purpose of public messages.”

C. Exceptions to the Prohibition of Exercising Belligerent Rights?
As already mentioned, the prohibition of exercising belligerent rights by the use of neutral cyber 
infrastructure must be interpreted in the light of the unique characteristics of cyberspace.32 

Cyberspace is an “interdependent network of information technology infrastructures, including 
the Internet, telecommunications networks, computer systems, and embedded processors 
and controllers”.33 In view of the interdependence and the ubiquity of cyberspace and its 
components it would be almost impossible for a belligerent to prevent the routing of malicious 
data packages through the cyber infrastructure located within the territory of a neutral State 
although it is ultimately aimed against the enemy.

Therefore it seems to be logical and perhaps even cogent to apply Article 8 of the 1907 Hague 
Convention V to cyber operations and to cyber attacks conducted by a belligerent against its 
enemy. Article 8 provides:

“A neutral Power is not called upon to forbid or restrict the use on behalf of the belligerents 
of telegraph or telephone cables or of wireless telegraphy apparatus belonging to it or to 
companies or private individuals.”

Although some doubts have been articulated in the literature as to whether Article 8 Hague V 
was at all applicable to cyberspace34, that position would not justify a total rejection of Article 
8 because it is based on the assumption that a cyber operation conducted through neutral cyber 
infrastructure is to be considered as originating from neutral territory. Then, and only then, it 
would have to be considered an exercise of belligerent rights from neutral territory.

It must be borne in mind, however, that Article 8 only applies to communications and that Article 
2 of Hague Convention V prohibits belligerents, inter alia, to “move […] munitions of war or 
supplies across the territory of a neutral Power”. If the distinction between mere communications 
and a passage of “munitions of war” were applied to cyberspace any transmission of a ‘cyber 
weapon’ through neutral cyber infrastructure would constitute a violation of the law of 
neutrality. Indeed, there are some indications that States will share that view. For instance, the 

32 Supra note 24 and accompanying text.
33 Joint Chiefs of Staff, Joint Pub. 1-02, Dept. of Defense Dictionary of Military and Associated Terms, 
 at 41 (12 April 2001). See also the defi nition by Schaap, supra note 28, at 126, who defi nes ‘cyberspace’ 

as a “domain characterized by the use of [computers and other electronic devices] to store, modify, and 
exchange data via networked systems and associated physical infrastructures”.

34 Kastenberg (supra note 19), at 56 et seq.; Todd (supra note 19), at 90 et seq.
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Offi ce of General Counsel of the U.S. DoD, in 1999, arrived at the conclusion that “[t]here 
is nothing in this agreement [i.e., Hague Convention V] that would suggest that it applies to 
systems that generate information, rather than merely relay communications.”35 It is interesting 
to note that the U.S. DoD seems to be prepared to apply Article 8 of the 1907 Hague Convention 
V to cyberspace, although it would limit its applicability to mere communications, i.e., to cyber 
operations that do not amount to a cyber attack.
 
It may, however, not be left out of consideration that Articles 2 and 8 of the 1907 Hague 
Convention V are based on the assumption that a neutral State exercises full and effective 
control over its entire territory but not over installations and objects used for communications 
purposes. The different degrees of feasible and effective control must also be taken account 
of in the cyber context. This especially holds true for a “public, internationally and openly 
accessible network such as the Internet”. Hence, the HPCR Manual provides:

“[W]hen Belligerent Parties use for military purposes a public, internationally and openly 
accessible network such as the Internet, the fact that part of this infrastructure is situated 
within the jurisdiction of a Neutral does not constitute a violation of neutrality.”36

It must be noted that the HPCR Manual does not distinguish between mere communications on 
the one hand and the transmissions of cyber weapons on the other hand. The phrase “use for 
military purposes” is suffi ciently broad to cover both. This seems to be a reasonable adaptation 
of the traditional rules of the law of neutrality to cyberspace. Because of the complexity and 
interdependence of contemporary networks, such as the Internet, it is impossible to effectively 
exercise the control necessary for an effective interference with communications over such 
networks. This is underlined by the fact that most such communications are often neither 
traceable nor predictable since they will be transmitted over lines of communications and 
routers passing through various countries before reaching their ultimate destination. Therefore, 
the mere fact that military communications, including cyber attacks, have been transmitted via 
the cyber infrastructure of a neutral State might not be considered a violation of that State’s 
neutral obligations.

It is admitted that despite of the attractiveness of the HPCR Manual’s approach for both 
belligerents and neutral States it is far from clear whether such a far-reaching adaptation of 
Article 8 Hague V to cyber operations conducted for military purposes will ultimately be 
accepted as refl ecting contemporary customary international law. Modern State practice, 
especially the cyber operations during the 1999 Kosovo Campaign, the confl icts in Afghanistan 
(2001) and Iraq (2003), and the armed confl ict between Georgia and Russia (2007), does not 
necessarily provide suffi cient evidence that any cyber operation, including the transmission of 
cyber weapons, through neutral cyber infrastructure does not constitute a violation of neutrality. 
On the one hand, there is no unclassifi ed information that the respective cyber operations did 
amount to cyber attacks and that they had been routed through neutral cyber infrastructure. The 
DDoS attacks against Georgia, according to the position taken here, do not qualify as cyber 
attacks and can therefore not be assimilated to the transit of “munitions of war” under Article 
2 of Hague Convention V. On the other hand, the U.S. DoD Cyberspace Policy Report seems 

35 U.S. Department of Defense, Offi ce of General Counsel, An Assessment of International Legal Issues in 
Information Operations, at 10 (Washington, D.C., May 1999), available at: http://www.au.af.mil/au/awc/
awcgate/dod-io-legal/dod-io-legal.pdf.

36 HPCR Manual (supra note 10), Rule 167(b).

http://www.au.af.mil/au/awc/awcgate/dod-io-legal/dod-io-legal.pdf
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to justify the conclusion that the U.S. government is prepared to consider every “malicious 
cyber activity” as in violation of the law of neutrality irrespective of whether they have been 
launched from or merely transmitted through “computers or other infrastructure located in an 
neutral third country”.37

Hence, it may be held that the use of neutral cyber communications by a belligerent does not 
constitute a violation of neutrality even though it serves military purposes. However, it is 
less clear whether this fi nding also holds true if the cyber operation in question qualifi es as a 
‘malicious cyber activity’ or as a cyber attack. We will return to this issue in the context of the 
consequences of a violation of the law of neutrality by neutral States.

4. OBLIGATIONS OF NEUTRAL STATES

The law of neutrality, in view of its object and purpose38, poses obligations not only upon 
the belligerents but also on neutral States. Leaving aside the duty of impartiality39, these 
obligations may be divided into three categories: (1) prohibition to allow or to tolerate the 
exercise of belligerent rights; (2) obligation to terminate (and probably to prevent) a violation of 
neutrality by a belligerent; and (3) obligation to tolerate the enforcement of the law of neutrality 
by the aggrieved belligerent.

A. Prohibition of Tolerating the Exercise of Belligerent Rights
According to Article 5 of the 1907 Hague Convention V a “neutral Power must not allow any 
of the acts referred to in Articles 2 to 4 to occur in its territory”. Accordingly, a neutral State is 
prohibited to allow or to tolerate the exercise of belligerent rights from the cyber infrastructure 
located within its territory or that is located outside its territory, provided that the neutral State 
exercises exclusive control over it.40

It may be noted that the different interpretations of Article 8 of Hague V may have far-reaching 
consequences. According to the approach taken in the HPCR Manual41, a malicious cyber 
activity routed through neutral cyber infrastructure that is a component of, e.g., the Internet, 
would not constitute a prohibited exercise of belligerent rights. Hence, a neutral State allowing 
or tolerating such an activity would not violate its obligations under the law of neutrality. If the 
HPCR approach is not considered as refl ecting customary international law, the transmission of 
a cyber attack through neutral infrastructure would have to be considered a prohibited exercise 
of belligerent rights and the neutral State allowing or tolerating the transmission would be in 
violation of its neutral obligations.

But even if the latter approach is taken the consequences are less grave than one may assume. 

37 Supra note 21, at 8.
38 Supra note 17 and accompanying text.
39 Article 9 of the 1907 Hague Convention and Article 9 of the 1907 Hague Convention XIII provide that 

“every measure of restriction or prohibition taken by a neutral Power […] must be impartially applied by 
it to both belligerents.” Hence, restrictions on military communications via its cyber infrastructure must be 
applied impartially by the neutral State. See also San Remo Manual (supra note 8), para. 19.

40 Supra 3. A.
41 Supra note 36.
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Contrary to a position taken in the literature42, the use of the term “allow” in the traditional rule 
presupposes knowledge by the organs of the neutral State. That will be the case if the organs 
have detected a malicious cyber activity/cyber attack or if they have been informed, e.g. by the 
other belligerent and in a suffi ciently credible manner, that the activity has originated from, 
or has been transmitted through, the respective neutral State’s cyber infrastructure. However, 
such knowledge will result in a violation of the law of neutrality by the neutral State only if 
the malicious cyber activity continues. In most cases, cyber attacks will occur at a considerably 
high speed so that ex-post-facto knowledge can hardly suffi ce to justify a claim of a violation 
of the law of neutrality. And even if one were prepared to consider constructive (as opposed 
to actual) knowledge as suffi cient for a violation of the said obligation that would not result in 
noticeable changes. Constructive knowledge means that the organs of a neutral State should 
have known of the malicious activity. Again, in most cases constructive knowledge would not 
necessarily result in a violation of neutral obligations.

This would probably be different if, as a result of the prohibition of allowing the exercise of 
belligerent rights, neutral States were obliged to actively monitor cyber activities originating 
from or transiting through their cyber infrastructure. However, it is far from settled whether 
such an obligation exists. Of course, the San Remo Manual, inter alia, provides that a “neutral 
State must take such measures […], including the exercise of surveillance, as the means at its 
disposal allow, to prevent the violation of its neutrality by belligerent forces.”43 It is, however, 
not likely that especially those States that defend the freedom of Internet communications will 
agree that the obligation to monitor territory and certain sea areas applies equally to the cyber 
infrastructure located in their territory.

B. Obligation to Terminate (and to Prevent) a Violation of Neutrality
According to the traditional law of neutrality, neutral States are obliged to terminate an exercise 
of belligerent rights and any other violation of its neutrality by one of the belligerents.44 This 
obligation is part of contemporary customary international law.45

The obligation to enforce its neutral status against violations by the belligerents is not absolute 
in character but it is limited to what is feasible. In other words, the neutral State is obliged to 
use all means reasonably available to it to terminate an exercise of belligerent rights within 
its territory.46 The applicable standard is, thus, not objective but rather subjective. Everything 
will depend on the means and capabilities factually available to the respective neutral State. 
It needs to be emphasized that, subject to feasibility, the duty to enforce its neutral status 
entails an obligation to use all means necessary to effectively terminate an unlawful exercise 
of belligerent rights. This may include the use of force. The belligerent against whom such 
enforcement measures are applied may not consider them as a hostile act, i.e., it is obliged to 
tolerate them.47

42 Kastenberg (supra note 19), at 57.
43 San Remo Manual (supra note 8), para. 15.
44 Ibid., paras. 18 and 22; HPCR Manual (supra note 10), Rule 168(a). See also Articles 42 and 47 of the 

1923 Hague Rules (supra note 27).
45 San Remo Manual (supra note 8), para. 22; HPCR Manual (supra note 10), Rule 168(a); NWP 1-14M 

(supra note 4), para. 7.3; German Manual (supra note 7), para. 1109.
46 Ibid.
47 Article 10 of the 1907 Hague Convention V; HPCR Manual (supra note 10), Rule 169; Hague Rules (supra 

note 27), Article 48.
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The obligation to terminate an ongoing (!) violation of neutrality presupposes – actual or 
constructive – knowledge on part of the organs of the neutral State.48 It is quite probable that 
the neutral State is unaware of an abuse of its cyber infrastructure. But even if such actual or 
constructive knowledge existed it would in most cases be futile to demand from the neutral 
State to take measures against the respective belligerent because the cyber operation triggering 
the duty to terminate will no longer continue.

Obviously, such a limitation to ongoing (malicious) cyber activities is considered by some 
authors to be insuffi cient. They therefore claim that a neutral State is also obliged to take 
all feasible measures to prevent an exercise of belligerent rights, i.e., before it occurs.49 At 
fi rst glance, that position seems to refl ect customary international law because some military 
manuals expressly refer not only to an obligation to terminate an ongoing violation of neutrality 
but also to a duty to prevent an exercise of belligerent rights within neutral territory.50 It is, 
however, doubtful, whether the use of the term “prevent” is meant to establish an obligation 
vis-à-vis future violations of neutrality. But even if that were the case, the duty to prevent 
would be limited to territory and national airspace. It is far from clear whether States are willing 
to accept it when it comes to the use of their cyber infrastructure because that would imply 
an obligation to continuously monitor cyber activities originating from or transiting through 
their cyber infrastructure. Moreover, the identifi cation of the malicious nature of data packages 
transiting through a network would in most cases be most diffi cult, if not impossible.

Therefore, there are good reasons for rejecting a (prospective) duty of prevention. If at all, such 
an obligation would only exist with regard to activities within neutral territory that could be 
assimilated to those covered by Article 8 of the 1907 Hague Convention XIII.51 For instance, 
the authorities of a neutral State may have (actual or constructive) knowledge of the activities 
of a group of hackers that has been employed by a belligerent government to develop a cyber 
weapon that is to be used against the enemy. In such a situation the neutral State would be 
obliged to take all feasible measure to prevent the departure of the cyber weapon from its 
territory (jurisdiction). 

C. Consequences of Non-Compliance by Neutral States
Admittedly, during the international armed confl icts since the end of the Second World War 
neutral States have regularly not complied with their obligations under the law of neutrality.52 

They either openly or clandestinely assisted one party to an international armed confl ict to the 
detriment of the other belligerent. However, already the fact that some neutral governments have 
tried to conceal their ‘unneutral service’ is suffi cient evidence that they considered themselves 
bound by the law of neutrality. And even those governments that openly supported one side of 
an international armed confl ict took pains in justifying their conduct. Eventually they were in 

48 Supra 4. A.
49 Kastenberg (supra note 19), at 56 et seq.
50 San Remo Manual (supra note 8), para. 15; HPCR Manual (supra note 10), Rule 168(a); NWP 1-14M 

(supra note 4), para. 7.3.
51 “A neutral Government is bound to employ the means at its disposal to prevent the fi tting out or arming of 

any vessel within its jurisdiction which it has reason to believe is intended to cruise, or engage in hostile 
operations, against a Power with which that Government is at peace. It is also bound to display the same 
vigilance to prevent the departure from its jurisdiction of any vessel intended to cruise, or engage in hostile 
operations, which had adapted entirely or partly within the said jurisdiction for use in war.”

52 See Heintschel von Heinegg (supra note 12), at 556 et seq.
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a comfortable position in view of the fact that the aggrieved belligerent was unable to react to 
their non-compliance with neutral obligations.

The law of neutrality provides that if a neutral State fails to terminate (or prevent) an exercise 
of belligerent rights or another violation of neutrality by one belligerent, the other belligerent is 
entitled to take the measures necessary to terminate the violation.53 The right of the aggrieved 
belligerent to enforce the law of neutrality comes into operation if the neutral State is either 
unwilling or unable to comply with its obligation to terminate (or prevent) a violation of its 
neutral status by the enemy. This right is a specifi c form of a counter-measure, i.e., a measure 
that would be unlawful were it not taken in response to a violation of international obligations 
by the target State.54 Its object and purpose is (1) to induce the neutral State to comply with its 
obligations; and (2) to enable the aggrieved belligerent to preserve its security interests. Hence, 
not every violation of the neutral status by one belligerent justifi es a resort to counter-measures 
by the other belligerent. The violation in question must have a negative impact on the legitimate 
security interests of that belligerent. This will not be the case if a belligerent takes measures 
against a neutral State’s cyber infrastructure that do not imply a military advantage over the 
enemy. The right to respond to the violation is then exclusively reserved to the neutral State. 
Moreover, the exercise of the right is probably subject to a de minimis exception.

Moreover, the aggrieved belligerent is not entitled to immediately resort to the exercise of 
counter-measures. For instance, the San Remo Manual provides: “If the neutral State fails to 
terminate the violation of its neutral waters by a belligerent, the opposing belligerent must so 
notify the neutral State and give that neutral State a reasonable time to terminate the violation 
by the belligerent.”55 An immediate response by the aggrieved belligerent is lawful only, if

• the violation constitutes a serious and immediate threat to the security of that 
belligerent;

• there is no feasible and timely alternative; and
• the enforcement measure taken is strictly necessary to respond to the threat posed by 

the violation.56

The aggrieved belligerent’s right to enforce the law of neutrality certainly applies to cyberspace 
if a malicious cyber activity originates from within the territory of a neutral State.57 The U.S. 
DoD seems to be prepared to take such enforcement measures if it is possible to determine that 
a neutral State is aware of a malicious cyber activity within neutral territory. The DoD will take 
account of the following aspects:

• “The nature of the malicious cyber activity;
• The role, if any, of the third country;
• The ability and willingness of the third country to respond effectively to the malicious 

cyber activity; and

53 NWP 1-14M (supra note 4), para. 7.3; San Remo Manual (supra note 8), para. 22; HPCR Manual (supra 
note 10), Rule 168(b).

54 International Law Commission, Responsibility of States for Internationally Wrongful Acts, Articles 22, 49-
54, U.N. Doc. A/56/10.

55 San Remo Manual (supra note 8), para. 22.
56 Ibid. See also HPCR Manual (supra note 10), Rule 168(b).
57 See the Cyberspace Policy Report (supra note 21), at 8.
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• The appropriate course of action for the U.S. Government to address potential issues 
of third-party sovereignty depending upon the particular circumstance.”58

This is a clear restatement of the rules of the law of neutrality and it gives suffi cient evidence of 
the DoD’s willingness to apply those rules to conduct in cyberspace. 

5. CONCLUSIONS

It has been shown that the traditional law of neutrality is, in principle, applicable to cyberspace, 
especially to belligerent cyber operations that violate the status of neutral States because they 
qualify as an exercise of belligerent rights within neutral territory. The special characteristics 
of cyberspace do not as such pose an obstacle to such application. However, there certainly 
remains an urgent need for clarifi cation and even adaptation of the traditional law. In view of 
the interdependence of the networks through which data are transmitted and their potentially 
disastrous effects on critical infrastructure there is a high probability that belligerent States will 
take measures against neutral States and their respective cyber infrastructure, including the use 
of (kinetic) force if they must assume that vital security interests are at stake. Such measures 
have the potential of jeopardizing the essential object and purpose of the law of neutrality, i.e., 
preventing an escalation of an international armed confl ict. The U.S. government has taken fi rst 
steps that are most helpful in the identifi cation of the applicable rules of international law and 
their interpretation in the light of the challenges brought about by the specifi c characteristics of 
cyberspace. The U.S. government should continue those efforts and other governments should 
closely cooperate with the U.S. government with a view to arriving at an operable consensus 
that takes into consideration global interoperability, network stability, reliable access and cyber 
security due diligence.59

58 Ibid.
59 U.S. President, International Strategy for Cyberspace, at 10 (May 2011).
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Impact of Cyberspace 
on Human Rights and 
Democracy

Abstract: This paper focuses on the asserted ‘boundlessness’ of cyberspace in order to examine 
how and to what extent jurisdiction, in its various meaning and forms (jurisdiction to prescribe, 
to adjudicate and to execute), over activities taking place in the cyberspace may be asserted and 
even exercised, based on traditional jurisdictional links and also on new trends. The paper also 
examines confl icts of law in civilian (mainly tort laws and laws on the protection of rights of 
the personality as well as intellectual property) and criminal matters. Determining what set of 
rules applies to a certain fact or situation implies a reference to those rules establishing where 
such a fact or situation has legally taken place and is to be localised (locus commissi delicti), 
and a reference to main criteria including those focusing on the conduct, the localisation of the 
hardware, the effect, the access to the informatics system, the accessibility of the information 
and future trends. The paper further highlights that the enforcement of activities in cyberspace 
appears to be affected by an assimilation to traditional forms of investigative activities, such 
as search or inspection or even the interception of communication or data fl ow, which are to a 
certain degree misleading in respect of the specifi c means employed. A specifi c reference to the 
role of providers in enforcement activities is also included. The second part of the paper deals 
with the traditional human rights relevant to cyberspace and to the broader concept of ‘right to 
access’ cyberspace, as well as the uncertainties derived from the fact that a plurality of state and 
non-state actors may limit and interfere with human rights in cyberspace. The paper specifi cally 
deals with the commercial dimension of cyberspace and with eventual corporate liability for 
human rights violation (multinational corporations violating rights to privacy in connection 
with or on behalf of states or enforcing censorship) based on US legislation and also taking into 
consideration European trends. The paper fi nally highlights the supportive role to the protection 
of human rights of regulatory bodies enforcing fair-trade and anti-trust regulations, and the 
multinational dimension of free trade in promoting human rights, by eventually considering 
restrictions in cyberspace and censorship as restrictions to trade under WTO agreements.
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1. IS CYBERSPACE REALLY WITHOUT BOUNDARIES?
 
Cyberspace, which is still lacking a standard and universally accepted defi nition, identifi es a 
domain encompassing the digitalised information itself, as well as the infrastructure (including 
satellite telecommunications), server networks, computers and especially the internet, that 
makes the spectrum useful. However, cyberspace is mostly defi ned by how it is used and is 
identifi ed with the World Wide Web.1 

Accessing and transmitting information through the World Wide Web has become a signifi cant 
part of contemporary lifestyles and entertainment, and has progressively developed into an 
awareness of a global community where the individual has the ability to connect socially and 
directly with other individuals without apparent political, social or racial borders.  So called 
‘second life’ social experiences, where the individual shows up through an ‘avatar’ giving them 
their identity of choice, have also reinforced the idea of cyberspace as a domain in which the 
individual may fi nd, develop and exploit their own ‘parallel reality’. 

Infl uential literature from almost four decades ago signifi cantly altered the perception of 
cyberspace and the web and, together with an increased awareness of the right to access directly 
information and knowledge (also as a substitute for declared but not suffi ciently implemented 
human and social rights, to include the right to information), encouraged the perception of 
cyberspace as a ‘global common’. The latter concept encompasses those goods and rights 
which are not suitable for appropriation by any state, entity or individual. 

While ‘virtual reality’ has heavily contributed to the misconception of cyberspace as a space 
not marked or fl agged by any state sovereignty, control or even governance, the potential for 
social connection and direct access to information and knowledge has contributed to the idea 
that within cyberspace (and specifi cally for those accessing it) exchange of information should 
be free and unhampered by rules and laws.

This said, in the authors’ views, the assessment of the legal consequences of phenomena taking 
place in cyberspace, and the evaluation of the consequences of setting roles, should not be 
affected by the suggestion of cyberspace as a non-physical realm and, in general terms, by 
cyberpunk literature, as such phenomena always have a specifi c physical dimension. They are 
also linked to a clear geographical dimension represented by server location, point of access, 
human conduct and a legally appreciable effect.2 Accordingly, the legal reasoning should not 
be altered by the social perception of cyberspace which is, to a substantial part, infl uenced by 

1 For this purpose see Maj. Gen. Mark Barret, Dick Bedford, Elizabeth Skinner & Eva Vergles, Assured 
Access to the Gobal Commons, Supreme Allied Command Transformation, North Atlantic Treaty 
Organization,  Norfolk Virginia, USA, April 2011, p. 35. 

2 The idea is nonetheless refl ected in the Explanatory Report to the European Cybercrime Convention, 
adopted on the 8th of November, 2001 at Budapest, CETS/SEV No 185,  recalling,  at § 7, the decision 
CDPC/103/211196, of the European Committee on Crime Problems (CDPC) reached in November 1996, 
stating that ‘by connecting to communication and information services users create a kind of common 
space, called ‘cyber-space’, which is used for legitimate purposes but may also be the subject of misuse. 
These ‘cyber-space offences’ are either committed against the integrity, availability, and confi dentiality of 
computer systems and telecommunication networks or they consist of the use of such networks of their 
services to commit traditional offences. The transborder character of such offences, e.g. when committed 
through the Internet, is in confl ict with the territoriality of national law enforcement authorities’.
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the idea that the web pages visited are hosted on a server somewhere in the unknown, simply 
because it is more exciting than associating the IP address to a certain location. 

Wrongs committed through information technology almost entirely rely on the transmission of 
information and very often displace law enforcement mechanisms which do not benefi t from 
equally advanced forms of judicial and police cooperation, effectively having the effect of 
a ‘force multiplayer’. As such, certain legal diffi culties in the repression of crimes, and also 
civilian torts, may have also contributed to the perception of cyberspace as a borderless domain, 
overarching a context of legal systems, each of which is jealous of its own prerogatives. Clearly, 
those willing to commit crimes fi nd it easier to cross borders through the web than a law 
enforcement offi cer does in order to deter, stop, take evidence or arrest. 

On the other hand, ‘the critical nodes, or “gateways” to cyberspace … are entirely in the 
hands of commercial enterprises … internet service providers (ISPs) connect computers to the 
internet, while web hosting services maintain websites on the World wide web … browsers like 
Internet Explorer, Safari, Chrome, and Firefox make such content accessible.’3

Signifi cant interest has been raised by ‘cyber attacks’ from the military perspective as an 
autonomous pillar standing aside from the traditional fi ght against cyber crime, with which 
it shares uncertain borders. This may be considered a consequence of the yet to be clearly 
determined threshold at which criminal activity becomes a military attack which may trigger 
the use of force in self-defence (to include offensive cyber responses under traditional principles 
of international humanitarian law, once the crucial issue of distinction between civilians and 
combatants/civilians directly taking part in hostilities has been addressed in a satisfactory way), 
but is also due to the fact that the reaction to a direct armed attack is easier to justify than 
violating the sovereignty of another state for a cross-border arrest.

Not being infl uenced by an indeterminist notion of one or more ‘parallel virtual’ universes 
does not mean that legal concepts, especially those defi ning enforcement activities (e.g. 
online searches) should not evolve to take technical developments into consideration and be 
correspondingly adapted in order to be more effective and also to preserve the essence of 
guarantees.  

The social perception of cyberspace, and furthermore the role played by cyberspace in 
making knowledge available and a global community accessible, should be clearly taken into 
consideration when it comes to ascertaining if democratic rights stated in modern constitutions 
and human rights instruments have changed their essence and now encompass, through the 
web, a new dimension. These rights include those dealing with freedom of speech, the right to 
express opinions, the right to information (as well as the right to inform), and associative rights, 
as well as the right of the individual to develop him/herself in a social context. 

On the other side of the coin, depicting the access to cyberspace is the dimension of data 
protection and the right to informational self-determination of the individual; a right which is 
endangered by the delocalisation of addresses.  

3 Maj. Gen. Mark Barret, Dick Bedford, Elizabeth Skinner, Eva Vergles, Assured Access to the Gobal 
Commons, Supreme Allied Command Transformation, North Atlantic Treaty Organization,  Norfolk 
Virginia, USA, April 2011, p. 35.
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This new dimension of the right to access knowledge may pose specifi c problems with respect 
to copyright and related rights, which may in the future encounter the same limits as those set 
to advances in biotechnology and certain patents, and specifi cally the avoidance of ‘excessive 
protection’.

2. CYBERSPACE AND STATE JURISDICTION

Despite the deceptive reference to cyberspace as a domain without boundaries, phenomena 
taking place within such domains are based on several criteria subject to state jurisdiction to 
prescribe, to adjudicate and to execute.

Establishing where a certain activity fulfi lling the conditions for the application of a criminal 
provision took place has always raised legally harsh questions. 

‘Jurisdiction to prescribe’, which identifi es with the ambit of application of substantive laws 
which are eminently territorial, encounters in general terms the main limit of the prohibition 
to interfere with domestic issues of another state. Prescriptions issued extraterritorially to 
nationals and foreigners may be subject to the double criminality requirement as a postulate of 
justice. This requirement is commonly waived when the prescription pertains to the protection 
of core interests of the state or interests whose protection is generally recognised. In both cases, 
the effective protection of the interest may not be conditioned by the attitude of the state on 
whose territory the conduct took place.  

Cyberspace is a highly regulated domain in which the territorial regulations may defi ne legal 
obligations of ISPs, web hosting, commercial enterprises relying on the web in order to do their 
business, search motors, hardware, software and application producers and sellers, internet 
points, hot-spots, those collecting, storing, analysing and transmitting personal data, individuals 
accessing the web and downloading data, and even those travelling through the territory of the 
state with devices containing stored information. Territorial prohibitions under criminal law 
may well pertain to the establishment of criminal sanctions for hacking and illegal access to 
information systems located within the territory or accessed from such a territory, or simply 
disrupting public services on the territory of such a state.   

Regulations eventually perceived as ‘extraterritorial’ may pertain to content of internet pages 
accessible from the concerned state, whereas evidence of access may well suit the requirements 
for the territorial commission of certain crimes, as in the case of libel, racist and xenophobic 
material, denial, gross minimisation, approval or justifi cation of genocide, or crimes against 
humanity.4 

Despite the instant or almost instant character of data transmission, consequences of the transit 
of certain information through the infrastructure and nets located in the territory of a certain 
state could be considered by the state for the exercise of jurisdiction to prescribe, based on the 
existence of available technical means. Current rules developed under international law on 
jurisdiction over space objects may sustain the exercise of jurisdiction to prescribe in respect of 
data fl ow through communication satellites. 

4 For this purpose see the ‘Additional Protocol to the Convention on Cybercrime, concerning the 
criminalisation of acts of a racist and xenophobic nature committed through computer systems’, produced 
in Strasbourg on 28 January 2003, CETS/SEV No 189. 
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One current trend in law-making may be seen in the establishment of obligations for commercial 
enterprises offering cyberspace-related issues which are invested by a ‘guarantee position’ and 
increasingly held liable, either criminally and/or under tort laws, for content of hosted web 
pages including child pornography, commercial offers of counterfeit goods, libellous content 
and violation of copyright and related rights.5 Such enterprises are encouraged to develop 
commercial arrangements with those benefi tting from their services and establish proper 
procedures in order to control such contents through technical means. 

The debate on the relevance of the conduct or the effect caused by such conduct, in order 
to establish the jurisdiction to adjudicate as a consequence of the defi nition of the crime as 
‘territorial’ under the criteria for the establishment of the locus commissi delicti, dates back 
more than a century to the so-called ‘Cutting case’ of 1886.6 This concerned the publication by 
a US citizen in the border town of El Paso of a defamatory article against a Mexican citizen, 
where the newspaper circulated in the Mexican city of Paso del Norte. Currently there is a 
wide practice for the suffi ciency of either the conduct, or the realisation of part of the effect the 
criminal provision was aimed at preventing, in the territory of a certain state in order to consider 
the crime committed in the territory of that state (so-called ubiquity theory). 

A recent issue which falls in between the jurisdiction to prescribe and the jurisdiction to 
adjudicate (at least where the latter is a consequence of the way the incriminating provision is 
drafted) is represented by the disclosure through the posting through an access point in State A 
of information classifi ed in State B. 

For this purpose it should be observed that some states consider a crime to have been committed 
in their territory when the crime aimed to realise its effects there but did not do so or, with 
respect to the crime of conspiracy, the (foreign) conspiracy aimed to commit a crime in the 
territory of such a state. Both variations imply the relevance of the mental element and do not 
seem to be of any particular value with respect to cyber crimes.

An interesting doctrinal debate dating back more than a century was aimed at clarifying the 
jurisdictional consequences of a libellous or an explosive letter sent from the territory of State A 
to the territory of State C, where it realises its offensive purposes, after having travelled through 
the territory of State B.7 The concept of transit of digital data through the territory of a state 
(and its gateways, net, nodes, servers and even communication satellites as space objects) could 
be actualised in order to affi rm that in such a state a material part of the conduct/ effect of the 
crime has taken place and in order to trigger its jurisdiction in a wider sense. The latter could 
be identifi ed as a suggested trend in the development of the jurisdiction to adjudicate, with 

5 Article 10 of the Cybercrime Convention refers to infringement of copyright, as defi ned under the law 
of that Party, pursuant to the obligations it has undertaken under the Paris Act of 24 July 1971 revising 
the Bern Convention for the Protection of Literary and Artistic Works, the Agreement on Trade-Related 
Aspects of Intellectual Property Rights and the WIPO Copyright Treaty and International Convention 
for the Protection of Performers, Producers of Phonograms and Broadcasting Organisations (Rome 
Convention). 

6 References on the relevant documents in Lothar Bergmann, Der Begehunsort im internationalen Strafrecht 
Deutschlands, Englands und der Vereinighten Staaten von Amerika, Walter de Gruyter & Co., Berlin, 
1966, p. 7ff.

7 The question on the relevance, for the determination of the locus commissi delicti, of that part of the 
conduct which, due to the intervention of other individuals (and also non human intervention), may 
further the conduct to its effect, is raised by Friedrich Meili, Handbuch des internationalen Strafrechts & 
Starfprozessrechts, Orell Füssli, Zürich, 1910, p. 119.  
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respect to crimes committed in or through cyberspace. It could also eventually be identifi ed in 
the transit of data instrumental to a crime (eventually autonomous and not linked to the above 
referred broad defi nition of the locus commissi delicti) and also the prorogation of jurisdiction 
with respect to the violation or elusion of orders prohibiting or banning certain content from 
websites. Nevertheless, it should be taken into account that ‘libel jurisdiction’ in so called 
‘common law’ systems currently requires, with respect to web-related cases, a ‘substantial 
publication’ which may well be considered an effect requirement of the conduct. Obviously 
the active and passive personality principles with respect to the exercise of jurisdiction to 
adjudicate may also provide guidance for crimes committed in or through cyberspace. 

As a result of the evocative descriptions of cyberspace as a ‘non space’ and a legal limb – a 
description we currently do not agree with – cyberspace could be qualifi ed as a ‘non foreign’ 
territory, similar to those ancient regimes labelled as ‘lawless territories’ (and the politically 
incorrect version referred to as ‘non-civilised territories’) where the jurisdiction to adjudicate 
was asserted without those limits, relying on the criminal character of the conduct in the place 
where it took place. 

In order to exercise the jurisdiction to adjudicate, either of the criteria for the exercise of the 
jurisdiction to enforce should be fulfi lled in order to prevent the further continuance of the 
crime, to identify the authors of the crime, to identify the victim and material witnesses, to 
gather and secure evidence and to prevent the escape of those having committed the crime. As 
an alternative to jurisdiction to enforce, suitable international agreements (or agreements within 
the EU domestic legislation implementing EU legislation on judicial cooperation) may assist.

Jurisdiction to enforce is eminently territorial and is exercised with respect to individuals, as 
well as goods, which can be found within the territory of the concerned state. With specifi c 
reference to conduct taking place in or through  cyberspace, the territoriality principle implies 
the possibility to seize (physical) servers and data stored on servers located in the territory 
of the concerned state. Further (almost) territorial enforcement may refer to the so called 
expedited preservation of stored computer data,8 the expedited preservation and disclosure of 
traffi c data9 and the ‘production order’ through a person or more frequently an ISP, even if the 
data are stored on a support physically located elsewhere as ‘data in transit’ until downloaded10. 
An enforcement activity with potentially extraterritorial reach is represented by the securing of 
information through an access point to the web. 

The practice of telecommunications taping shows that, due to technical reasons, in specifi c 
circumstances the territorial state may not be in a condition to intercept a target within its 
territory and may need to rely on a third state which is able to enforce the measure. The latter 
state has a reduced interest in exercising supervisory jurisdiction, as the target is not in its 
territory and acceptance may be presumed after the expiry of a short notice. These issues have 
been partially addressed in the Convention established by the Council in accordance with 

8 Such measures are established under art. 16 of the Cybercrime Convention. 
9 Such measures are established under art. 17 of the Cybercrime Convention.
10 Search and seizure activity under article 19, paragraph 1, of the Cybercrime Convention, mentions the 

‘same territory’ requirement only in respect of ‘computer-data storage medium in which computer data 
may be stored’ (lett. b) and not also in respect of a computer system or part of it and computer data stored 
therein (lett. a). The Explanatory Report § 192 states that ‘the reference to “in its territory” is a reminder 
that this provision, as all the articles in this Section, concern only measures that are required to be taken at 
the national level’.  
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article 34 of the Treaty on European Union, on Mutual Assistance in Criminal Matters between 
Member States of the European Union, produced in Brussels on the 29th of May 2000,11 article 
18, 2, lett. c) .

Remote (live) access to information located on a physical support in the territory of a foreign 
state may to some extent infringe the territorial sovereignty of such a state. Remote (live) access 
represents one of the enforcement measures, to some extent similar to the traditional physical 
search of property. 

In the recent past the German Constitutional Court confronted the issue of so-called ‘online 
search’ of hard discs, authorised under police laws of one of the German Länder for 
preventative purposes12. The Court set aside the law due to the inadequate defi nition of the 
prerequisites for the measure and deemed the constitutional provisions of measures impacting 
on communications rather than those on home search applicable. The judgment opened the way 
to several laws, including federal law. 

Current practice shows that hard disc searches were performed through a trojan which infected a 
specifi c information system rather than through a remote (live) search. Furthermore, chronicles 
suggest that not only devices targeted with a specifi c authorised measure were infected, but in 
some case, devices were infected directly by customs when imported, by creating a de facto 
backdoor.13 

This practice is questionable under the rule of law principle, as at least preparatory measures for 
a hard disc search and further measures, such as the parallel sending of calls to other unwanted 
recipients or the unwanted video-taping and photographing through the device, are adopted 
without judicial oversight even if the early infection of devices does not represent per se an 
interference with the individual who later purchases the device. Pre-installing a trojan in a 
device which will later connect with law enforcement activities instead of remote (live) access 
to a physical storage device in the territory of the state may determine a more vague interference 
with the jurisdiction and sovereignty of the foreign state where the device may later be located, 
as the interference may be considered a de facto effect of a previous law enforcement activity. 

One aspect still to be examined is represented by the possibility that infection of information 
technology devices through trojans results in cross-border implications; that is, the element 
of provisions of criminal law in states where the device or system is located or from whose 
territory it is sending out unwanted information. Unclear legal procedures in the state enforcing 
its laws via trojans may result in the review of the authorising procedures and the denial of a 
claim for the legitimacy of the measure.

Apart from possible extraterritorial implications of the use of trojans as a law enforcement tool, 
state hacking methods, which are already a reality, imply the development of new patterns for 

11 In EU Offi cial Bulletin, C 197, 12th of July 2000: On the provisions dealing with telecommunications, 
See Barbara Huber, Forschungsprojekt §12 FAG und Überwachung der Telekommunikation, in, Wolter – 
Jürgen – Schenke, Zeugnissverweigerungsrechte bei (verdeckten) Ermittlungsmassnahmen, 2002, p. 61ff.

12 Marie-Theres Tinnefeid, Online-Durchsuchung: Menschenrechte vs. virtuelle Trojaner, in MMR, 2007, 
 n. 3, p. 137ff. 
13 Claim of the legal fi rm AFB (Strafanzeige gegen den Einsatz des „Bayerntrojaners’ gegen Staatsminister 

Joachim Herrmann, LKA-Präsident Peter Dathe sowie weitere Personen) on the 17th of October 2011.
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the judicial oversight of law enforcement activities which effectively take into account the risk 
of abuse by law enforcement agencies, as well as the risk of misuse by other subjects. 

These patterns for judicial oversight should prevent systematic and mass infection of devices, 
establish an expiration date for pre-implanted backdoors, ensure proper and independent 
expertise on the part of the authorising judge, include inhibitory actions for those allegedly 
affected and, fi nally, establish proper liability mechanisms for those damaged by the measure. 

In order to prevent confl ict of jurisdiction in the form of confl icting decisions as to the legitimacy 
resorting to trojans for the surveillance of information technology devices, new international 
instruments should be developed and should refer to a mutual recognition of surveillance 
measures, based on information and access sharing. Further enforcement mechanisms could 
include tagging of IP numbers and real-time transfer to territorially competent authorities, as 
well as temporary blocking of the device used for violations until intervention by competent 
authorities. 

Improvement of cross-border law enforcement may come from a reinforcement of the role of 
ISPs in enforcement activities, bearing in mind that, according to provisions already agreed 
within the EU Treaty on judicial assistance (art. 19), ‘systems of telecommunications services 
operated via gateway on the territory, which for the lawful interception of the communications 
of a subject present in another State are not directly accessible on the territory of the later, 
may be made directly accessible for the lawful interception by that Member State through the 
intermediary of a designated service provider present on its territory’. 

Cross-border issues could perhaps be ameliorated by requiring multinational companies to 
preventatively agree (when authorised to operate) to execute requests for the storage, retrieval 
and seizure of data stored or accessible by them, even if the storage device is located in the 
territory of another state, and to develop ‘standard service clauses’ reserving them the right to 
execute foreign requests from the consumer.14 

Beyond the above-mentioned contractual practice of cross-border cooperation, a much wider 
extent of multinational companies offering internet services should be included, in order to 
empower them to directly fulfi l law enforcement tasks or at least delegated investigations with 
law enforcement purposes. The idea is to foster repression of cyber crimes through private 
actors acting as Private Law Enforcement Companies (PLEC) across state borders, throughout 
the company and its affi liates’ reach, seeking (when needed under territorial criminal procedure 
law as lex loci actus) authorisation from judicial authorities and cooperating with prosecution 
offi ces for the repression of crimes, under territorial (for single act) or process (if prosecution 
starts) roles for oversight and liability. From an econometric perspective, requiring a contribution 
from those making money out of services in cyberspace for the repression of cyber criminality 
seems an acceptable onus and would justify budgets.

A topic partially related to the previous, and perhaps of more urgent character, is represented by 

14 It should be noted that consent is currently a pre-requisite for the so called ‘Trans-border access to stored 
computer data with consent or where publicly available’ under article 32 of the Cyberspace Convention.  
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‘private’ reactions to cyber attacks,15 which may include the detection of intruders, disruption of 
attacks (by neutralising programmes as well as hardware) and gathering of information useful 
for the prosecution of those having committed the crime. Currently, intrusion detection may 
have cross-border implications and may trigger confl icting laws involving legal consequences. 
Far from advocating the right of companies targeted by cyber attacks to conduct ‘private 
wars’, there is the need to adopt uniform rules as to what represents a legitimate reaction under 
criminal defence and eventual liability patterns.   

3. RIGHT TO ACCESS CYBERSPACE

The current social and democratic function of cyberspace is barely refl ected in current human 
rights instruments and modern constitutions.16

In the cyberspace domain, the individual may express their personality, but the right to do 
so is properly defi ned in the negative, as the personality should not be affected by the fear of 
being subject to profi ling through data collection and, in a wider sense, the individual should 
be granted the right to informational self-determination through a proper data protection 
regulation. The latter right is shown to be often affected in cyberspace by the acceptance of 
foreign data protection regulations offering a lower level of protection. There is, in this sense, 
a need for more homogenous regulations. Non-viable alternatives are represented by banning 
or restricting transactions, implying insuffi ciently strict data protection under foreign data 
protection rules. 

Recent events show that the disclosure of personal information to authoritarian governments 
may lead to consequences under tort laws, while cooperation in order to implement censorship 
measures does not appear, currently, to be successfully challenged in court in order to obtain 
redress.17

A right for the individual to access cyberspace as a minimum social right is not currently 
recognised and taxes or fees are legitimate. Excessive taxes or fees could be considered a 
restriction to the right to access and provide information. From the perspective of free-trade 
agreements, taxes and fees, as well as limitations, may fulfi l the requirements of a restriction to 
free trade and determine liability under WTO legal instruments.18 

The so-called ‘new media’ which have developed on the World Wide Web, challenging traditional 

15 For this purpose, See US National Research Council, Technology, Policy, Law and Ethics Regarding US 
acquisition and use of cyberattack capabilities, The National Accademies Press, Washington DC 2009, 

 p. 77ff.
16 Even if focused on a state’s responsibility in respect of cyber security, the Letter dated 12 September 2011 

from the Permanent representatives of China, the Russian Federation, Tajikistan and Uzbekistan to the 
United Nations addressed to the Secretary General, A/66/359, deals in the annex International code of 
conduct for information security, with aspects related to the right to access cyberspace.  

17 Michael Kwan, Kam-Pui Chow, Pierre Lai, Frank Law & Hayson Tse, Analysis of the Digital Evidence 
Presented in the Yahoo! Case, in IFIP Advances in Information and Communication Technology,  Volume 
306, 2009, p. 252ff. 

18 Cynthia Liu, Internet censorship as a trade barrier: a look at the WTO consistency of great fi rewall in 
the wake of the China – Google Dispute, in Georgetown Journal of International Law, 2011, p. 1199ff.;   
Ritika Patni & Nihal Joseph, WTO Ramifi cation of Internet Censorship: The Google – China’s Controversy 
in NUJS Law Review, 3, 2010, p. 337ff. 
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media and specifi cally newspapers, derive the recognition of their roles under human rights and 
even democratic roles to include limiting restrictions from those media they are progressively 
replacing to those that are necessary in a democratic society. Specifi c preventative controls, 
counterbalancing in some countries the prohibition of any form of censorship and seizure of 
newspapers, may sometimes only work due to the parallel existence of the traditional media. 

Social networks (such as Twitter and Facebook) which have proven to be drivers of social 
unrest in the so called ‘Arab Spring’ have also proven to represent a challenge for traditional 
media which, in an attempt not to be out-weighed by this form of new media, more often 
rely directly on such sources, while the traditional professional control over the reliability of 
information has become almost impossible. From this perspective, one could question if the 
individual’s ‘right to be informed’ has, to a certain extent, been infringed by the speeding-up 
of information on one side and the information overfl ow on the other, while direct access to 
information by itself offers no guarantee of reliability, creating an illusion of access to fi rst-hand 
news. The reverse side of the ‘right to be informed’, the ‘right to inform’ about relevant facts, 
has apparently overcome the tradition of freedom of speech for all and the role of traditional 
media, in favour of the faculty to post almost everything. 

Apparently, social networks have recently played the role of drivers for democracy and have 
the potential to allow individuals to participate in not only political but also social and cultural 
life. However, they may also shelter discriminatory practices19 including exclusion practices, 
the lack of protection against harmful content and the misuse of personal data. 

The so called ‘Arab Spring’ shows that social media may to a certain extent fulfi l the role of 
a command and control system in times of insurgency. The latter aspect should trigger the 
question of the real role of social networks as an effi cient instrument for media and information 
operations and further, the role of leading multinational companies operating as non-state 
actors, which may be motivated by more than just profi t-making purposes. 

The risk of mass manipulation, which is per se one of the most diffi cult to counter with 
democratic means, has grown to a dimension which may no longer be managed or even 
mitigated by a single state. Perhaps governance mechanisms and social network management 
ethics could help in assuring that such instruments remain a driver for democracy rather than a 
means for non-conventional warfare. 

Twitter has also shown an impact on legitimate law enforcement activities: the federal prosecution 
offi ce of Brazil has requested an injunction to stop Twitter users from alerting drivers to police 
roadblocks, radar traps and drink-driving checkpoints. Such an injunction could make Brazil 
the fi rst country to take Twitter up on its offer to censor content at governments’ requests.20 

Cyberspace has also become the domain in which information for educational purposes has 
become freely available and has become functional to the right to education of the individual, 
which has been universally recognised since the 1948 Universal Declaration of Human Rights 

19 For this purpose we would like to recall the Draft Recommendations of the Committee of Ministers to 
member states on the protection of human rights with regard to social networking services, MC – NM 
(2010).003Final, of the Committee of Experts on New Media (MC – NM) of the Council of Europe 
contained in the document, adopted on 30th of November 2011 at Strasbourg.  

20 Stan Lehman, Associated Press, 10 February 2012.
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(UDHR, article 26). This has happened in an often spontaneous and non-institutionalised way, 
but often at the cost of copyright for material placed on the web. 

The link between the internet and the right to education has been stressed by the Internet Rights 
& Principles Coalition,21 which has attempted to defi ne the implications of such rights on the 
internet. Organised attempts to make culture available through sites like Google Books have 
been ascertained as a violation of copyright and Wikipedia could also be affected by claims 
relating to the violation of copyright. In general terms, intellectual property rights are ensured 
in ways compatible with the aim to also grant the social function of such rights. Simply 
qualifying the posting of certain partial and limited contents covered by copyright on the 
web as a ‘publication’, despite proper quotation, may not properly balance copyright with the 
widespread educational purposes fulfi lled by cyberspace. Accordingly one could question if, in 
this case, as in the case of advanced technology being benefi cial to the wellbeing of mankind, 
a rule of non-excessive protection22 of rights could apply in order to emphasise education and 
access to cultural aspects. 

In cyberspace, access to information for any purpose is signifi cantly infl uenced by search 
engines, responding to searches based on keywords. The result of the search is shown, as is 
well-known, as a hit-based list. Such an outcome may be infl uenced, and the hit list may neglect 
undesired content generally or based on the IP address of the individual making the search, 
supporting censorship mechanisms of authoritarian governments. The so called ‘great fi rewall’ 
developed for the Chinese market could also easily be used in democratic contexts. Such a 
threat also has an economic and anti-trust dimension, as Google could skew search results to 
favour its own services, making it hard for other businesses to win top advertising placements. 
Google came under the lens of data protection authorities not only for violations associated 
with Google Street View, Google Earth and Google Maps, but also in respect of the new social 
platform network Google Buzz. Besides, IP-associated storage of searches offers a unique 
potential for individual profi ling and is correspondingly a unique threat to the individual’s 
informational self-determination. 

As in the case of social media, search engines have a unique potential for mass manipulation, 
and the multinational companies owning them have a dimension which allows them to 
outplay a single state. As such, the introduction of open oversight, governance mechanisms 
and company ethics should be promoted, oversight which should not be limited to a specifi c 
sector such as data protection or trade, but should cover a wide spectrum of all issues which 
may be associated with fi rewalls and search algorithms sensitive to democratic values. Mass 
manipulation may endanger democracy, but reference to the fear of mass manipulation evokes 
the risk of censorship and remedies which may be worse than the risk itself. Nevertheless, 
neglecting the risk no longer seems acceptable. 

21 On the history of the development of the initiative, See Wolfgang Benedeck, Matthias C. Kettemann, 
Max Senges, The Humanization of Internet Governance: A Roadmap towards a Comprehensive Global 
(Human) Rights Architecture for the internet, Third Annual GigaNet Symposium, 2 December 2008, 
Hyderabad, India. 

22 The debate on ‘excessive protection’ of intellectual property refers currently to protection of patents 
in agriculture, biotechnology, medicine and even ultra-high technology, which may have the effect of 
increasing economic and social inequality if the patents covering development are not made available as 
a consequence of excessive rights on such patents. Copyright could, in the authors’ views, benefi t from 
the debate as the Internet has intrinsically increased the need to access and disseminate the content of 
copyrighted works. 
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4. CONCLUSIONS

As the world became too small, some started dreaming and writing about virtual and infi nite 
worlds that they could navigate without being affected any longer by daily problems. Suddenly 
they felt that the result of putting together internet service providers (ISPs), connecting 
computers to the internet and browsing websites maintained by web hosting services, was 
the emergence of a romantic new domain, global like no other, common to mankind and also 
border-free. 

Perhaps the ‘new romantic’ view of cyberspace is misleading for the development of a clear 
vision from a legal perspective. Some of the problems posed by cyberspace are not really new, 
and resorting to ancient ideas may often appear to be benefi cial. This could be true for those 
theories developed in order to clarify the role of transit of criminal instruments through the 
territory of a state. 

Cooperation amongst authorities is often a matter of sovereignty and pride. Contractual 
development could foster judicial and police cooperation through the further development of 
contractual practice aimed at exploiting the potential role of multinational companies in the 
communications and IT sectors as an entry point for cross-border enforcement of requests. 
Further development could include the necessarily conventional development of a role for law 
enforcement functions to be carried out by private entities within multinational companies. 

Obviously the reinforcement of the role of multinational companies presupposes the 
establishment of effective oversight mechanisms, also aimed at overcoming identifi ed gaps.



61

Chapter 2
Cyber Policy &
Strategic Options 



62



63

Russia’s Public
Stance on Cyberspace 
Issues

Abstract: Russian views on the nature, potential and use of cyberspace differ signifi cantly from 
the Western consensus. In particular Russia has deep concerns on the principle of uncontrolled 
exchange of information in cyberspace, and over the presumption that national borders are of 
limited relevance there. Circulation of information which poses a perceived threat to society or 
the state, and sovereignty of the “national internet”, are key security concerns in Russia.
This divergence undermines attempts to reach agreement on common principles or rules of 
behaviour for cyberspace with Russia, despite repeated Russian attempts to present norms of 
this kind to which other states are invited to subscribe.
This paper examines aspects of the two most recently released public statements of Russian 
policy on cyberspace: the “Draft Convention on International Information Security“ (released 
24 September 2011) and the Russian military cyber proto-doctrine “Conceptual Views on the 
Activity of the Russian Federation Armed Forces in Information Space” (released 22 December 
2011) in order to describe the Russian public stance on cyberspace. Conclusions are drawn 
from the “Conceptual Views” on how the Russian Armed Forces see their role in cyberspace. 
The documents are referenced to the Information Security Doctrine of the Russian Federation 
(2000) as the underpinning policy document prescribing Russia’s approach to information 
security overall, including its cyber elements. 
The Russian authorities considered that protests over the State Duma election results in 
December 2011 arose at least in part because of a cyber/information warfare campaign against 
Russia. The informational and political response of the Russian authorities to this is taken as 
a case study to measure the practical impact of the Russian views outlined above. In addition, 
the dynamics of the London International Conference on Cyberspace are referenced in order 
to illustrate failure to achieve dialogue over the difference of these views from the Western 
consensus.
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1. INTRODUCTION

To external observers, dialogue between Russia and Western partners on cyberspace issues 
seems characterised by mutual incomprehension and apparent intransigence. Norms which are 
taken for granted on one side are seen as threatening by the other, and the lack of a common 
vocabulary or common concepts relating to cyberspace means that even when attempts are 
made to fi nd common ground, these attempts soon founder. 

According to Russia’s Communications Minister Igor Shchegolev, “for the time being, in the 
West not everybody always understands what rules we are following” [1]. This remains true 
despite the fact that Russia has for over a decade been attempting to gather international support 
for these rules in a variety of international fora including the United Nations [2] and others [3].

This paper reviews two of the most recent public statements of the Russian approach to 
information security, a concept which carries cyber security implicitly within it, in order to 
extract key principles of the Russian approach. It then measures these principles against offi cial 
and unoffi cial Russian state action against protest movements following the parliamentary 
elections in December 2011. 

2. THE DRAFT CONVENTION

In September 2011, a “Draft Convention on International Information Security” was released 
at an “international meeting of high-ranking offi cials responsible for security matters” in 
Yekaterinburg, Russia, narrowly post-dating the “International Code of Conduct for Information 
Security” presented by Russia and other states at the United Nations [4]. 

The key provisions of the document have been condensed into a list of 23 fundamental issues of 
concern to Russia in information space by the Institute of Information Security Issues (IISI) of 
Moscow State University, which is closely engaged in developing the draft Convention. These 
issues, each of which is refl ected in one or more articles of the proposed document, include some 
provisions which should excite no controversy in any part of the world, such as avoidance of 
breaches of rights and freedoms, or “criminalisation of use of information resources for illegal 
purposes”. But at the same time, a number of the issues raised run counter to the views on use 
and governance of the internet that have emerged in the USA, UK and other like-minded states 
– a system of views which forms an unstated but nonetheless tangible concurrence - referred 
to further, for brevity and clarity, as “the Western consensus”. This consensus, while regularly 
voiced at international events like the London International Conference on Cyberspace on 1-2 
November 2011, is also expressed in a number of published international documents, for example 
the Organisation for Economic Cooperation and Development (OECD) recommendations on 
principles for internet policy making released shortly afterwards [5]. 

A key divergence between Russian and Western approaches to cyber security is the Russian 
perception of content as threat [6]. In the Russian list of issues of concern, this is expressed as 
the “threat of the use of content for infl uence on the social-humanitarian sphere”. By contrast, 
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the Western consensus recognises the threat from hostile code, but generally discounts the issue 
of hostile content. The OECD recommendations referred to above, for example, include 

free fl ow of information and knowledge, the freedom of expression, association and 
assembly, the protection of individual liberties, as critical components of a democratic 
society and cultural diversity [5]

It is regularly stated as a fundamental principle “that cyberspace remains open to innovation and 
the free fl ow of ideas, information and expression”, as stated by UK Foreign Secretary William 
Hague and others at the London Conference referred to above [7]. Yet at the same conference, 
Minister Shchegolev attached important caveats to the principle of free fl ow of information: 
this should be subject both to national legislation, and to counter-terrorism considerations - 
chiming with another principle on the list, “restrictions of rights and freedoms only in the 
interests of security” [8].

Thus while both sides publicly espouse the freedom of exchange of information, and thus 
occasionally give the illusion of consensus, the Russian reservations on how far this principle 
can safely be extended mean that in practical terms the two views are as far apart as ever. 

Two further issues identifi ed by IISI, “Refraining from using information and communications 
technology to interfere in the affairs of other states” and “Threat of use of a dominant position in 
cyberspace” lie behind the perception voiced by certain sections of the Russian leadership that 
protests following the parliamentary elections in December 2011 were inspired, facilitated and 
fi nanced from abroad - to be discussed further below. In particular, the mention of a “dominant 
position in cyberspace” refers to the idea of “information space [being] a place of competition 
over information resources... The USA is currently the only country possessing information 
superiority and the ability signifi cantly to manipulate this space [9].”

The principle of indivisibility of security is highlighted in the draft Convention. Here again, 
apparent consensus hides fundamental disagreement - simply because this common phrase 
has entirely different meanings in Russian and in English. Despite recognition and patient 
explanation that use of the identical phrase to refer to widely differing concepts leads to 
misunderstanding and frustration [10], the phrase continues to occur in both Western and 
Russian discourse leading to each side embarking on their own separate conversation [11]. 

“Internet sovereignty” is another key area of disagreement. Russia, along with a number of 
like-minded nations (for example members of the CIS, CSTO and SCO), strongly supports the 
idea of national control of all internet resources that lie within a state’s physical borders, and 
the associated concepts of application of local legislation - or as worded in the draft Convention 
itself, “each member state is entitled to set forth sovereign norms and manage its information 
space according to its national laws” (Article 5.5). This is in direct opposition to the approach 
of, for example, the USA, as expressed fi rmly by US Secretary of State Hillary Clinton in 
December 2011, saying that countries like Russia wished to
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empower each individual government to make their own rules for the internet that not 
only undermine human rights and the free fl ow of information but also the interoperability 
of the network. In effect, the governments pushing this agenda want to create national 
barriers in cyberspace. This approach would be disastrous for internet freedom [12].

The list of underlying principles provided by IISI includes “Taking essential measures to prevent 
destructive information activity from territory under the jurisdiction of a state”. This vaguely-
worded but ominous-sounding provision refers to a section in the draft Convention which 
covers states ensuring that information infrastructure within their own jurisdiction is not used 
for hostile activity, and cooperating in order to identify the source of such activity. (Article 6.2). 
Consideration of the practical implications of a stipulation of this kind, and the obligations it 
entails, leads quickly to the realisation of an enormous legislative and administrative burden on 
states which might wish to subscribe to the draft Convention. Not only must they supervise the 
legality of content within their own jurisdiction, but also ensure that it is considered inoffensive 
and non-hostile in the jurisdictions of all other signatories – otherwise, they can immediately be 
accused of permitting hostile activity in breach of the Convention. 

Another key stipulation which is gravid with misunderstanding is the provision for “taking 
measures of a legal or other nature which are essential for access with grounds and in a legal 
manner to specifi c parts of the information and communications infrastructure of a State Party”. 
In the current text of the draft Convention, this appears as “take necessary steps of legislative 
or other nature which will guarantee lawful access to specifi c parts of the information and 
communication infrastructure in the territory of the State Party which are legally implicated 
in being employed for the the perpetration of terrorist activities in information space” (Article 
9.5). 

Two important areas of conceptual divergence arise here: fi rst, the mention of “terrorism”, and 
second, the issue of access to a foreign state’s information space. 

Conceptual differences in the understanding of the nature of “terrorism” between Russian 
and other states provide an additional layer of complexity and indeterminacy to the already 
muddied picture of what constitutes “cyberterrorism”. As described by Anna-Maria Talihärm 

[13], Alex Michael [14] and others, “there is a great abundance of different defi nitions of the 
idea of ‘terrorism’... the addition of the prefi x “cyber” has only extended the list of possible 
defi nitions and explanations”. 

Thus without consensus with Russia on what precisely is covered by “perpetration of terrorist 
activities in information space”, this clause remains unusable. Such consensus is unlikely to 
be achieved given the fundamental and unresolved differences between the two sides on what 
constitutes both terrorism and counter-terrorist activity [15].

At the same time the call for authorised access to information infrastructure in another state’s 
jurisdiction is reminiscent of the text of Article 32 of the Council of Europe Convention on 
Cybercrime (the Budapest convention):  
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A Party may, without the authorisation of another Party... access or receive, through a 
computer system in its territory, stored computer data located in another Party, if the Party 
obtains the lawful and voluntary consent of the person who has the lawful authority to 
disclose the data to the Party through that computer system [16].

- yet this text constitutes Russia’s main objection to ratifi cation of the Budapest convention 

[17]. The key phrase which prompts Russian objections is “without the authorisation of another 
Party”. In the Russian view, this is an intolerable infringement on the principle of sovereignty 
as described above. In addition, the range of options covered by “the person who has the lawful 
authority to disclose the data” is a source of concern, including as it may organisations other 
than the State. Russian concerns over practical application of the Budapest convention are 
illustrated by a report in the offi cial government newspaper which highlighted the “dubious 
provision for foreign special services to invade our cyberspace and carry out their special 
operations without notifying our intelligence services” [18]. 

In sum, then, the articles of the draft Convention and its underlying principles serve well 
to illustrate the two emerging consensuses on governance of the Internet: the Western one, 
insisting on the free, unrestricted and ungoverned fl ow of information, and the consensus 
espoused by Russia and like-minded states, with important caveats on the fl ow of information 
and an insistence on national sovereignty in cyberspace. 

3. “CONCEPTUAL VIEWS”

The most recent offi cial Russian policy statement on cyber issues to be published at the time 
of writing is the “Conceptual Views on the Activity of the Russian Federation Armed Forces 
in Information Space”. This document was presented at an information security conference in 
Berlin on 14 December 2011 [19], and released in text form on 22 December 2011 [20].

Despite a large volume of previous semi-offi cial literature on information warfare, this is 
the fi rst explicit public statement of the Russian military’s role in cyberspace, and has been 
described as a Russian military cyber proto-doctrine. When compared to similar documents 
released in the USA, UK and elsewhere, it is as interesting both for what it includes and for 
what it omits. 

This is a specifi cally Russian document, and does not resemble its foreign counterparts, for 
example the US Department of Defense Strategy for Operating in Cyberspace [21] - not only 
through references to supporting doctrinal documents (the Military Doctrine and Information 
Security Doctrine of the Russian Federation) but also in its underlying presumptions and 
defi nitions of information challenges. 

In this way it refl ects a long-standing recognition not only that potential operations in 
information space pose an entirely new set of challenges [22], but also that foreign concepts of 
information security, along with those of other areas of military endeavour, are not applicable 
to Russian circumstances - as expressed in 1995 by prominent Russian military commentator 
Vitaliy Tsymbal: 
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It is false to presume that we can expediently interpret and accept for our own use foreign 
ideas about information warfare (IW) and their terminology in order to avoid confusion 
and misunderstanding at international discussions, during information exchanges, or 
during contact between specialists. Quite the opposite, it makes no sense to copy just any 
IW concept. Into the IW concept for the Ministry of Defence of the Russian Federation 
(RF) must be incorporated the constitutional requirements of the RF, its basic laws, 
specifi cs of the present economic situation of the RF, and the missions of our Armed 
Forces [23].

With the exception of references to the economic situation, this is precisely what the Views 
have done. 

They echo the defensive theme of other Russian documents relating to cyberspace, including 
the draft Convention described above, and cite in their preamble a statement of the external 
threat to Russia’s information security arising from other states developing information warfare 
concepts [6]. Further, they state that “a targeted system of activity has been established in the 
Armed Forces of the Russian Federation intended to provide for effective deterrence, prevention 
and resolution of military confl icts in information space”. 

The defi nition of the information war which the Armed Forces are called upon to deter and 
prevent is worth citing in full, as it illustrates the enduring holistic nature of the Russian 
perception of information warfare and cyber confl ict as an integral part of it. Information war, 
according to the Views, is 

“confl ict between two or more states in information space with the aim of causing damage 
to information systems, processes and resources, critically important and other structures, 
subverting the political, economic and social systems, mass psychological work on 
the population to destabilise society and the state, and coercing the government to 
take decisions in the interests of the opposing side.” (Section 1, Fundamental Terms and 
Defi nitions - emphasis added.) 

Legality (or, we should say, conforming with Russian law and international law as interpreted 
by Russia) is emphasised as the fi rst principle governing military activity. Along with 
customary references to the primacy of international law, and the principle of non-interference 
in the internal affairs of other states, the Views note that use of the Armed Forces outside the 
Russian Federation is subject to a process of Federal Assembly approval, and states that “this 
provision should also be extended to the use of the Armed Forces of the Russian Federation 
in information space”. (Section 2.1, Legality.) The Views also make provision for “deploying 
forces and resources to provide for information security on the territories of other states” 
(Section 3.2, Resolving Confl icts.) – which leads progressively-minded non-military Russian 
internet experts to speculate wryly on the picture of “commandos parachuting into server 
centres, iPads in hand”. 

The fi rst priority for the Armed Forces is stated as “striving to collect current and reliable 
information on threats” and developing countermeasures - but this is explicitly for military 
purposes. The aim is primarily to protect military command and control systems and “support 
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the necessary moral and psychological condition of personnel”. This has become essential since 
“now hundreds of millions of people (whole countries and continents) are involved in the unifi ed 
global information space formed by the internet, electronic media and mobile communications 
systems”. What is absent is mention of a military role in assessing or countering threats to 
broader society or the Russian state. (Section 2.2., Priorities.) 

Russian military activity in information space “includes measures by headquarters and 
actions by troops in intelligence collection, operational deception, radioelectronic warfare, 
communications, concealed and automated command and control, the information work of 
headquarters, and the defence of information systems from radioelectronic, computer and 
other infl uences”. In common with other Russian public statements, and in contrast to similar 
statements from other nations [24] and overt preparations by those states [25], what is absent 
from the Views is any mention of offensive cyber activity. (Section 2.3, Complex Approach.) 

Also in contrast to foreign doctrinal statements, the Views list “the establishment of an 
international legal regime” regulating military activity in information space as the main aim of 
international cooperation with “friendly states and international organisations”. (Section 2.5, 
Cooperation.) 

These friendly organisations are later defi ned: the priorities are the Collective Security Treaty 
Organisation (CSTO), the Commonwealth of Independent States (CIS) and the Shanghai 
Cooperation Organisation (SCO). But these are groups of states which have already made 
substantial progress in formalising their shared views on information security; views in line 
with those of Russia as described earlier in this paper. The CSTO has a “Program of joint 
actions to create a system of information security of the CSTO Member States” [26] while the 
SCO has concluded an “Agreement among the Governments of the SCO Member States on 
Cooperation in the Field of Ensuring International Information Security” [27,6].

But in addition to this, the military are supposed to “work for the creation under the United 
Nations of a treaty on international information security extending the remit of commonly-
accepted norms and principles of international law to information space”. The Russian 
military is thus intended to have an explicit political role in promoting initiatives like the draft 
Convention on International Security referred to above, beyond simply having a voice in their 
drafting or having places on delegations; not a role which would sit naturally with most Western 
militaries. 

This emphasis on international legal efforts echoes statements made by senior Russian military 
fi gures following the armed confl ict with Georgia in August 2008. General Aleksandr Burutin, 
at the time Deputy Chief of the General Staff, said that the General Staff had recommended the 
development of an international mechanism to hold states to account for beginning information 
warfare, and furthermore that it was necessary “to move from the analysis of challenges and 
threats in information security to response and prevention” [28].

Both of these aspirations are refl ected in the Views, and the intention to hold states to account 
for activity perceived as hostile which emanates from their territory is also refl ected in the draft 
Convention as described above. 
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4. THE INFORMATION SECURITY DOCTRINE

Both of the documents described above make reference, either explicitly or implicitly, to the 
Information Security Doctrine of the Russian Federation (2000) [29].

This “doctrine”, in the Russian sense of “national policy”, is the fundamental document 
governing Russia’s approach to information security, and as an integral subset of information 
security, cyber issues. It appears at fi rst sight to contain the same liberal provisions for free 
exchange of information as called for by William Hague and Hillary Clinton as cited above. 
It is intended, inter alia, to “ensure the constitutional rights and freedoms of man and citizen 
to freely seek, receive, transmit, produce and disseminate information by any lawful means”. 
(Article I, Part 1) It is only on closer inspection that the divergences with Western concepts and 
practices become clear. 

A prime example lies in treatment of the media, whether state-owned or independent. The 
Doctrine stipulates “development of methods for increasing the effi ciency of state involvement 
in the formation of public information policy of broadcasting organizations, other public media” 
(Article I, Part 4). The underlying concept, refl ected in other doctrinal statements, is that media 
are a tool of the state for shaping public opinion in a manner favourable to the authorities. As 
tellingly explained by one leading Russian security specialist in the Ministry of Defence’s “Red 
Star” newspaper: 

How can you successfully wage an information struggle if during [confl ict in] Chechnya 
a signifi cant part of the mass media is taking the side of the specialists? We need a law on 
information security [30]. 

- the implicit assumption being that information security must necessarily involve ensuring that 
the views transmitted by media, independent or not, are favourable to the government. 

At the time of the release of the Information Security Doctrine, Col-Gen Vladislav Sherstyuk, 
then First Deputy Secretary of the Security Council of the Russian Federation responsible for 
information security and one of the key drafters of the document, explained that the doctrine 
would not be used to restrict independent media, but that nonetheless all media, government 
or private, must be under state supervision [31]. At the same time the visceral reaction of some 
sections of the Russian leadership to dissenting views voiced through independent media was 
evinced by the response of Prime Minister Putin to reporting on European missile defence 
plans by the Ekho Moskvy radio station: Putin described the experience of listening as “having 
diarrhoea poured over him day and night” [32]. How much more emphatic still must be the 
reaction of Putin, and those who think like him, to vitriolic online attacks on the current 
leadership via foreign-owned social media. 

The Doctrine deals with issues such as these by stating that “the main activities in the fi eld 
of information security of the Russian Federation in the sphere of domestic policy are … 
intensifi cation of counter-propaganda activities aimed at preventing the negative effects of the 
spread of misinformation about the internal politics of Russia” (Article II, Part 6) as well as 
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“development of specifi c legal and institutional mechanisms to prevent illegal information-
psychological infl uences on the mass consciousness of society” (Article II Part 7). Capacity for 
“preventing negative effects” was tested by online organisation of mass protest rallies following 
the elections to the Russian parliament on 4 December 2011. 

5. CASE STUDY: INFORMATION 
WARFARE AGAINST RUSSIA?

The offi cial and unoffi cial Russian responses to protest and dissent following the parliamentary 
elections appeared confused and contradictory. Interference with information resources 
was evident, but stopped short of the complete information blockade expected by some 
commentators [33].

The examples given above of doctrinal concern over the circulation of information should 
illustrate that the permissibility or otherwise of expressing or organising dissent in cyberspace 
is not clear-cut. Civil protests over the election results perhaps fell in a grey area for some 
security practitioners in Russia between legitimate protest and dangerous subversion, leading 
to a mixed response including brief and sometimes ineffectual attempts to block opposition 
communications and internet resources. 

Suspicion of foreign involvement triggered fear of subversion and “colour revolution”, linked 
to the pervasive Russian argument that political instability in North Africa and the Middle 
East resulted from the plotting of the West led by the USA [34]. In addition to the battery of 
colourful accusations on this topic from Russia’s more hawkish senior commentators, President 
Medvedev echoed the view that Russia was vulnerable to the same kind of interference. 
Speaking in February 2011, he said:
 

Look at the situation that has unfolded in the Middle East and the Arab world. It is 
extremely bad. There are major diffi culties ahead... We need to look the truth in the eyes. 
This is the kind of scenario that they were preparing for us, and now they will be trying 
even harder to bring it about [35].

And indeed the progress of the NATO campaign in Libya only deepened the sense of alarm felt 
in Russia [36] - not least because the Libya campaign precisely matched the pattern for “modern 
warfare” described by Chief of General Staff Nikolay Makarov in published articles including 
one the previous year: “use of political, economic and information pressure and subversive 
actions, followed by the unleashing of armed confl icts or local wars, actions that result in 
relatively little bloodshed” in order to achieve the aggressor’s intent [37].

Observing processes of this kind gives rise to two key concerns in Russia: fi rst, the precedent 
set for interference in the internal affairs of a sovereign state with the intention of regime 
change; and second, the risk that intervention “could unpredictably lead to a large-scale war 
involving unforeseen adversaries” [37].
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At the time of writing, both of these concerns are informing Russian objections to Western 
pressure on the Syrian government, most recently expressed in a Russian and Chinese veto of 
a UN Security Council resolution on 6 February 2012. But at least part of the threat perception 
appears to derive from mirror-imaging: projecting Russian views onto foreign partners, and 
assuming they proceed from motivations which appear logical and rational through a Russian 
prism. 

As Tim Thomas points out in discussion of Russian information warfare techniques: 

Disinformation is a Russian technique that manipulates perceptions and information 
and misinforms people or groups of people. Some disinformation techniques are quite 
obvious, some are unconvincing, and others work through delayed perception, rumours, 
repetition or arguments. Specifi c persons or particular social groups can serve as 
disinformation targets... In Russia  today, where an unstable public-political and socio-
economic situation exists, the entire population could serve as the target of infl uence for 
an enemy disinformation campaign. This is a major Russian fear [38].

This fear gives rise to yet further incompatibilities between the Russian approach to internet 
freedom and that of other countries. At a U.N. disarmament conference in 2008 [39], a Russian 
Ministry of Defence representative suggested that any time a government promoted ideas on the 
internet with the intention of subverting another country’s government, including in the name 
of democratic reform, this would be qualifi ed as “aggression” and an interference in internal 
affairs [3]. This is immediately relevant to Russian suggestions that the USA was fostering and 
fi nancing the post-election protests. 

There appeared to be a coordinated campaign in response to the election protests, one neither 
avowed nor condemned by offi cial Russian spokesmen. Distributed denial of service (DDoS) 
attacks were noted against election monitoring organisations and independent media, including 
against secondary targets that were reposting or hosting information from the primary list. 
With Twitter emerging as a key tool for organising rallies during December 2011 [40], Twitter 
activity by protesters was targeted for fl ooding by pre-positioned Twitter bots [41]. There was a 
formal request by the Federal Security Service (FSB) to the VKontakte social networking site 
to block specifi c pages organising protests, which was politely declined as illegal by VKontakte 

[42].

Yet this activity targeting opposition communications was brief in duration, and extended only 
a few days after the elections themselves; since when any repeat effort (at the time of writing, 
the most recent opposition protest of any signifi cant size was on 4 February 2012) has been 
sporadic and on a much smaller scale. 

One interpretation is that the Russian authorities wished to suppress communications 
but found the tools at their disposal to be limited. As described by analyst Kimberly Zenz, 
posting on LinkedIn in January 2012, “Targeting domestic sites didn’t work, attempting to 
manipulate content on foreign sites didn’t work, and domestic companies (LiveJournal and then 
VKontakte) did not prove to be reliable partners. Truly viable options for state management 
of online content appear to be lacking.” This ties in with the commonly-held view that “the 
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swift emergence of the protests caught the government by surprise and revealed its inability to 
understand both the degree of discontent among the Russian urban population and the growing 
power of social media [43].”

The sense that the online protests were permitted, although not offi cially in favour, left state 
media falling back on interviews and features describing the evils of social media, including 
privacy concerns over Facebook [44] and incidents of suicide following cyber bullying [45], not 
to mention running articles by leading information warfare theorist Igor Panarin describing the 
foreign-backed information campaign against Russia [46].

Meanwhile the aspiration for control of the media described above resulted, among other things, 
in the issuing of clear instructions to the independent media on the right way to cover pro-Putin 
demonstrations - the “right way” including emphasising that those present are participating 
spontaneously and voluntarily, and not showing offi cials or offi cial buildings [47].

Other elements of “intensifi cation of counter-propaganda activities” as per the Information 
Security Doctrine included a retreat to more old-fashioned methods of tackling the opposition. 
A succession of dirty tricks was carried out at varying levels of competence and effectiveness, 
from frankly poor attempts at photo editing to discredit opposition fi gurehead Aleksey Navalny 

[48], through the publication of hacked e-mails from the Golos election monitoring organisation 
demonstrating that it received foreign funding (which Golos had not previously concealed) 

[49], to the release of telephone intercepts of veteran opposition leader Boris Nemtsov 
obscenely excoriating fellow opposition fi gures [50] and the planting of fake interviews with 
opposition fi gures in US media [51]. In March 2012, a documentary by NTV, a broadcaster 
with a long history of turbulent and shifting relations with offi cialdom and the offi cial line, 
attracted widespread scorn online for its hostile portrayal of the protests, their participants and 
organisers [52]. 

The mixed response to online protests appears to refl ect mixed views among the Russian 
leadership regarding the desired extent of internet regulation. In an article entitled “USA Hides 
Behind Fairy Tales About Human Rights”, Secretary of the Security Council of the Russian 
Federation Nikolay Patrushev observed that some degree of internet regulation is essential. “Of 
course there should be reasonable regulation in Russia, just as it is done in the United States, 
China and many other countries,” Patrushev wrote [53]. This chimed with the recommendation 
from Maj-Gen Aleksey Moshkov of the Interior Ministry’s Bureau of Special Technical 
Measures (which includes Directorate K, responsible for dealing with cyber crime) that online 
anonymity should be restricted [54]. Meanwhile, among a range of other more ambiguous 
comments, Communications Minister Shchegolev stated uncompromisingly that “although 
cyber security and behaviour online are current problems in today’s world, blocking the internet 
or restricting access to social networks is unacceptable under any circumstances”. “There is an 
opinion that the Russian government is allegedly striving to achieve greater state control over 
the internet. But in Russia we are not even considering the possibility of blocking access to 
Twitter or Facebook, while in some European countries it has been openly stated that this will 
be done,” he continued [1].
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6. CONCLUSION

While informed by a substantially different world view from what is commonly accepted in the 
West, the Russian response to online dissent following the December elections was neither as 
draconian as sometimes portrayed in Western commentary, nor as liberal as a superfi cial reading 
of Russian policy documents would suggest. Russia will continue to push for international 
agreements regulating cyberspace, along the lines of the consensus already achieved with like-
minded states in the CSTO and SCO. The challenge for any Western interlocutor seeking to 
engage with Russia on these issues is to understand that in cyber, as in so much else, the 
fundamental assumptions governing the Russian approach are very different from our own – 
and in many cases, similar language with divergent meaning employed by the two sides serves 
only to mask these differences.
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French Cyberdefence 
Policy

Abstract: Since 2008, France has initiated a proactive cyberdefence policy in order to remain 
one of the fi rst nations in the cyber realm and to ensure its security. This policy testifi es to 
the need for a global approach to cyber, which could be useful for countries trying to develop 
relevant frameworks and synergies to address the new challenges of cyberspace.
This article aims to describe and analyse this French offi cial policy. It is based on up-to-date 
documents, most of them only available in French, and some not even published yet.
Every aspect of French cyber policy is taken into account, in particular the very specifi c 
mechanism to ensure the security of critical infrastructures. Indeed, France, which is an old 
centralised state, has built up a national cyberdefence authority which regulates not only the 
public sector, but also the private sector. Some other changes are also interesting to analyse: the 
ongoing process of transformation of the Ministry of Defence, and the complex links between 
public and private sectors. France also acts on the international stage, in particular within NATO 
and the EU, to build up multiple levels of cooperation between nations and to ensure a better 
regulation of cyberspace. In so doing, France has to reassess its traditional balance between 
national sovereignty and interdependence.
As a result, like many countries, France has to develop new concepts in order to address the 
global cyberspace challenges ahead as far as forms of sovereignty, legal and ethic issues and 
military operations are concerned, potentially bringing new opportunities for international 
cooperation.

Keywords: France, cyberdefence, cyberstrategy, cyberpolicy

1. INTRODUCTION

The fi rst duties of a state are the protection of its citizens, the resilience of its society and 
economic and social progress. Communication and information systems have become the 
nervous systems of our modern society and are now essential for economic and social life. The 
French White Paper on Defence and National Security of 2008 states publicly that the security 
and defence of cyberspace are a priority:
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“France must retain its areas of sovereignty, concentrated on the capability required for 
the maintenance of the strategic and political autonomy of the nation: nuclear deterrence; 
ballistic missiles; SSBNs and SSNs; and cyber-security are amongst the priorities.” [1]. 

Since then, France has initiated a proactive cyberdefence policy in order both to remain one of 
the fi rst nations of the cyber world and to ensure its own security. The main evolutions are the 
ongoing implementation of a defence and security continuum, as well as the gathering of all the 
actors in order to address the multiform threats in cyberspace.

France also acts on the international scene to build up multiple levels of cooperation between 
nations and to ensure a better regulation of cyberspace. Cyberspace defence also raises questions 
about the new forms of sovereignty, the legal and ethical framework and military operations.

2. THE WHITE PAPER ON DEFENCE AND
NATIONAL SECURITY AND CYBERSTRATEGY

Like many other nations, France publishes a global assessment of the geostrategic situation on 
a regular basis in order to determine the directions of major defence policy-making1. The White 
Paper on Defence and National security of 2008 identifi ed for the fi rst time cyberspace as a vital 
challenge for security and sovereignty.

A. National Awakening
1) The Emergence of a National Cyberdefence Authority
The development of the information systems, which are the nervous system of our societies, has 
been identifi ed by France as a major vulnerability. As the White Paper on Defence and National 
Security [1] stated, “information systems, which are the nerve system of our economic and 
social life, as well as of the operations of the public authorities, of the major energy, transport 
or food producers, or again the organisation of our defence, have made our societies and their 
defence vulnerable to accidental breakdowns or intentional attacks on computer networks.” 
All sectors of the nation are likely to be attacked, implying a brutal, deep and even durable 
destabilisation of the society: banking and fi nancial systems, air and rail transportation networks, 
communication and media networks, energy and water production and distribution networks, 
state decision-making autonomy and governmental and military capacity of action. The security 
of these sectors has already organised against diverse threats, in particular terrorism, and has 
already imposed constraints on their public and private operators, called operators of critical 
infrastructures (OIV2). The French Defence Code states in its article L1332-1 that 

“[…] public or private operators which exploit some installations or use installations 
or facilities whose unavailability would seriously compromise the warfare or economic 
capabilities, the security or survivability of the nation, have to cooperate at their own 
expense […] in order to protect these installations, structures or facilities against any 
threat, particularly terrorism. These installations, structures or facilities are designated by 
the administrative authority.” 

These operators currently number more than 200 and are divided into seven sectors: state 

1 1972, 1994, 2008 and probably after the national elections in 2012.
2 Opérateur d’Importance Vitale in French.
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service; transportation; energy; health; communications; industry and fi nances; food and water 
management; space.

In addition to the daily massive attacks, generally poorly publicised in the media, many foreign 
examples have made the headlines: the paralysis of Estonia in 2007 showed the extreme 
vulnerability of digitised societies, while the war in Georgia in 2008 testifi ed to the potential 
use of cyberspace in military operations.

According to the 2008 White Paper, the hypothesis of a large-scale IT3 attack against national 
infrastructures is likely to happen in the next ten years: 

“Over the next 15 years, the proliferation of attempted attacks by non-State actors, 
computer pirates, activists or criminal organisations is a certainty. Some of these could 
be on a massive scale. With regard to attacks emanating from States, several countries 
have already mapped out offensive cyber-warfare strategies and are effectively putting in 
place technical capabilities with the aid of hackers. Covert attempted attacks are highly 
probable in this context. Massive overt actions are also plausible over the next fi fteen 
years.” [1]. 

The classic distinctions between state and non-state attack, as well as between the public or 
private status of the target, are blurred in cyberspace.

Drawing conclusions from this truly comprehensive, and not only military, nature of defence of 
the cyberspace, France created the French Network and Information Security Agency (ANSSI4) 
in 2009.

2) France Cyberstrategy
France has a long experience of inter-ministerial structures. Indeed, according to the 
Constitution5, the Prime Minister is responsible for national defence. Under his direct authority, 
a Secretary General for Defence and National Security (SGDSN6) organises and coordinates 
all the ministries’ policies relevant to this fi eld. The ANSSI, which belongs to the SGDSN, saw 
its attributions enlarged in 2011: it is now the national authority for the defence of information 
systems. Thus, it has authority not only over the administration and public actors, but also over 
public and private operators of vital importance.

The ANSSI quickly proposed a national strategy [2] to give an orientation and to set priorities. 
This strategy is based on four objectives.

First of all, France must count among the top nations in the cyber effort in order to retain its 
strategic independence as well as cooperating at the highest level with other nations.
Then, France must guarantee its freedom of decision-making by protecting the information 
related to its sovereignty. Indeed, autonomy of decision and action supposes, in any situation, 
the confi dentiality and availability of critical systems for information and communication. The 
indispensable security products, in particular cryptographic ones, must be nationally designed 

3 Information Technology.
4 Agence Nationale pour la Sécurité des Systèmes d’Information in French.
5 Fifth Republic Constitution, 1958, article 21.
6 Secrétariat pour la Défense et la Sécurité Nationale in French.
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or even produced.

Furthermore, considering French critical dependency on information and communication 
systems, especially on the Internet, every public and private actor must collaborate to guarantee 
the security and resilience of critical systems, in particular the equipments’ producers and the 
operators of critical infrastructures.

Finally, beyond the control of cyberspace physical supports, security in this domain must be 
enforced. This task requires an important effort in the fi ght against criminality involving every 
actor: administrations, companies and citizens.

3) ANSSI Responsibilities
The ANSSI has a central role in this strategy. Responsible for the defence of information 
systems, its mission is to watch, detect, alert and react to computer and network attacks, in 
particular on governmental networks but also on the critical operators. In the case of a major 
IT attack against an administration or an operator of vital importance, the ANSSI can enforce 
defence measures, including the isolation of networks.

The ANSSI leads an operational centre for cyber defence (COSSI7) which is permanently 
watching sensitive networks and informs the CERTA8 – the French governmental CERT. 
The ANSSI also assumes an important role in the conception, procurement and certifi cation 
of trusted security products and services which are essential for the protection of the most 
sensitive networks9. It has elaborated a Security General Framework,10 encompassing all the 
administrations.

ANSSI’s growing power allows it to intervene in the most sensitive cases of cyber-incidents. It 
typically brought its assistance and savoir-faire into play in two very symbolic cases testifying 
to the high level of threat. In March 2011, more than 150 computers of the French Ministry 
of Economy, Finance and Industry were infected by a Trojan targeting documents about the 
G20 French Presidency. In September 2011, the French nuclear company Areva discovered 
a massive infection, which had lasted for more than two years and had potentially caused 
strategic damage. 

B. The Case of the Ministry of Defence
1) The Specifi c Vulnerabilities of the Military Systems
Besides their instrumental information and communication role for the Ministry of Defence, the 
systems also condition the operational superiority of the armed forces:

“information, as pointed out previously, is the key to all strategic functions […] In terms 
of operational military needs, in addition to the acquisition of information referred to 

7 Centre d’opération pour la sécurité des systèmes d’information in French.
8 Centre d’expertise gouvernemental de réponse et de traitement des attaques informatiques in French.
9 Article 9 of the decree n°2005-1516, December, 8th, 2005.
10 Référenciel Général de Sécurité  in French: set of rules drawn up by ANSSI and stipulated in Ordinance 

No. 2005-1516 of 8 December 2005 ‘on electronic exchanges between users and the public administration 
and between public administrations’ that certain functions contributing to the security of information must 
comply with. This includes, among others, electronic signatures, authentication, confi dentiality and times-
tamps. The rules set out in the RGS are mandatory and are adjusted to refl ect the level of security defi ned 
by the administrative authority concerning the security of the online services for which it is responsible.
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under the ‘knowledge and anticipation’ strategic function, the object is to establish secure, 
reliable, protected and high capacity communications, from the highest level of the State 
down to those in the fi eld.” [1].

While these systems have to work at any time and, in particular, during exceptional circumstances, 
they face a double challenge. Designed for better interoperability and compatibility, many 
systems are based on Internet technologies, often designed without any security components. 
Thus, they can be victim of the very numerous widespread attacks on the Internet, the so-called 
‘background noise’ of cyber incidents. For example, in 2009, the involuntary import of the 
Confi cker Virus into the Navy network led to the temporary unavailability of this network 
while the virus was eradicated. But the logistical system of the Rafale combat aircraft, which is 
supported by that network, was compromised.

Furthermore, these military systems contain high-value information and contribute to the 
operational effi ciency of the armed forces: they are specifi cally targeted by precise and tailored 
attacks, carefully planned and executed. These hostile actions can affect the systems and 
networks components of weapon systems: embedded systems, as well as the infrastructures or 
weapon platforms (including SCADA11).

2) The New Organisation of the Ministry of Defence
The Ministry has long experience in information systems security. But the increase of attacks 
and actors required a more proactive organisation, considering cyberspace as a new domain for 
warfare.

In July 2011, the Joint Concept for Cyberdefence [3] defi ned the objectives and principles of 
cyberspace control by the armed forces. The main goal is obviously to ensure an active and in-
depth defence of information systems operated by the French armed forces for their homeland 
and overseas operations. But the Joint Concept also contributes to the continuity of the essential 
activities of the state and brings its support to French or foreign partners in the case of a major 
cyber crisis.

In January 2012, this concept was followed by a doctrine [4] aiming at organising the Ministry 
and creating an operational chain of command for cyberdefence. Broadly speaking, the Joint 
Chief of Defence Staff (CEMA12) is responsible for the employment and command of the armed 
forces. In cyberdefence, he is also in charge of the whole defence of the information systems 
of the Ministry. To lead this defence, a unique and centralised joint and ministerial chain of 
command is organised. A General Offi cer, directly connected with the Chief of Operations of 
the joint staff, is appointed to conduct the Defensive Cyber Operations (LID13) of the Ministry 
and to perform the executive management and coordination of the whole cyberdefence domain: 
organisation, human resources, procurement, etc.

This centralised organisation favours an exhaustive knowledge of cyber events and better 
coordination. The Joint Operations Planning and Command & Control Center (CPCO14) takes 
into account cyberdefence in military operations. Among the units dedicated to cyber, the 

11 SCADA (Supervisory Control And Data Acquisition)
12 Chef d’Etat Major des Armées in French.
13 Lutte Informatique Défensive in French.
14 Centre de planifi cation et de conduite des opérations in French.
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Analysis Centre for Defensive Cyber Operations (CALID15) is in charge of surveillance of, 
analysis of and quick response to cyber attacks. True MOD-CERT, it is in close connection with 
the COSSI of the ANSSI (both centres will be colocalised in 2013) and it is the correspondent 
of the other allied military CERT.

3. INTERNATIONAL RELATIONS

A. Cooperation between States
The interconnection of networks, in particular via the Internet, raises questions around borders 
and principles of sovereignty. All modern states, including emerging countries, are now 
dependent on networks and, broadly speaking, suffer the same vulnerabilities.

Cybercriminals use the World Wide Web in order to commit trans-border crimes. By contrast, 
states have to manoeuvre to sue these criminals in a real, segmented world, where some countries 
do not recognise the illegality of cyber acts. For example, the French infraction of ‘contestation 
of crime against humanity’ (‘Gayssot Act’ of July 13th, 1990) is not recognised in most of the 
world’s countries (in particular in the USA, in accordance with the First Amendment). Thus, 
a hacker can use a ‘botnet’ in order to block access to a website from different countries. By 
contrast, police investigators have to respect long multinational judicial cooperation processes.
Public administrations and companies, as well as citizens, suffer the same vulnerabilities and 
the same attacks.

Thus, France is convinced of the added value of international cooperation to assure the best 
possible knowledge of emergent threats and to share solutions. To this end, the ANSSI, via 
the CERTA, establishes relations with its counterparts. Since September 2000, the CERTA is a 
member of the Forum of Incident Response and Security Teams (FIRST)16 which includes more 
than 200 members, and takes part in the activity of the Computer Security Incident Response 
Team (TF-CSIRT)17 (which is the coordination cell of the European CERT (Trusted Introducer 
Level 2 since March, 2002).

As a matter of fact, the CERTA is in touch with every country worldwide, except for a few 
countries in Africa and the Middle East which still lack the adapted structures.

1) NATO
The cyberdefence challenge was tackled at the Prague Summit in 2002. However, it was only 
stamped as a new offi cial mission of the Alliance at the Lisbon Summit [5] in 2010. First of 
all, the cyberdefence policy aims at strengthening the NATO information system, thanks to the 
improvement of security standards and procedures, as well as a more centralised management. 
It was recognised a

“necessity for NATO and the nations to protect the critical information systems according 
to their responsibilities, to share the best practices, to build up a capacity in order to assist, 
if required, the Alliance members to counter cyber attacks.”

15 Centre d’analyse en lutte informatique défensive in French.
16 http://www.fi rst.org/
17 https://www.trusted-introducer.org/index.html

http://www.first.org/
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Another objective is to strengthen NATO capacity to coordinate mutual assistance in case of an 
important cyber attack, possibly with projected teams.

The sharing of the burden between NATO and the nations, which are responsible for the 
protection of their own information systems, was defi ned in order to strictly delimit the perimeter 
of the systems to be shared. France, indeed, considers that the responsibility to protect national 
networks primarily lies with each ally.

The determination of a cyber action plan and the implementation of the adapted structures 
have happened particularly fast, testifying to the importance of the issue. The NATO Computer 
Incident Response Capability (NCIRC) should reach its full operational capacity as soon 
as possible. This equivalent of a CERT at NATO is the counterpart of the CALID, after the 
signature of a Memorandum of Understanding (MoU) between France and NATO in September 
2011.

2) The European Union
Very early on, the European Union showed interest in new technologies. The European 
Commission initially considered cyber from the angle of the protection of critical infrastructures, 
as stated in many documents: the so called “i2010” strategy (“an information strategy for 
growth and employment”, 2005), “Strategy for a secure information society”, 2006, European 
Programme for Critical Infrastructures Protection (PEPIC), 2004 to 2007, Programme for crisis 
prevention, preparation and management in matter of terrorism and other security-related risks 
(CIPS), up to 2013.

But it still faces many hurdles. In spite of the adoption of the Lisbon Treaty in 2007, which 
would have led to a certain harmonisation thanks to the dissolution of the three pillars, the 
actors in charge of cyber issues are still numerous: six Directorates-General from the European 
Commission (DG Infso, DG Justice, DG Home, DG Entr, DG HR, DG JRC), General Secretary 
of the Council, EU External Action Service, Parliament, European Data Supervisor, European 
Network and Information Security Agency (ENISA), European Defence Agency (AED), 
Europol and the “common enterprises” (Galileo and Artemis; there is no common enterprise for 
information systems security itself). Moreover, those issues are dealt with separately, depending 
on the nature of the issue (protection of citizens, of economic or technological development, of 
critical infrastructures; fi ght against cybercrime; cyberdefence).

However, since 2004 the European Union benefi ts from a dedicated instrument within the 
European Agency in charge of networks and information security, the ENISA (European 
Network and Information Security Agency).

A unit for watch, alert and quick response at the disposal of European institutions (CERT-
EU) should be entirely operational in May 2012, while the European IT agency for the area 
of freedom, security and justice, created on November, 1st, 2011, should be operational on 
December, 1st, 2012.

France widely supports these initiatives, which should increase security for the Member States 
and citizens of the Union. However, Paris regrets the lack of unity which hampers global 
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effi ciency, and the absence of a military dimension, particularly critical in the case of any EU-
led military operations. France also wishes to establish a stronger link between the EU and 
NATO, which have 22 members in common. The EU would take advantage of the advance of 
NATO in cyber, and would bring its own experience in civil crisis management.

B. World Governance
The transnational features of cyberspace make it a common space, just like space or the high 
seas. For now, the only binding international legal instrument managing relations between states 
in cyberspace is the Council of Europe Convention on Cybercrime, (“Convention of Budapest”) 
[6]. This Convention was adopted in Budapest on November, 23rd, 2001, by the member states 
of the Council of Europe and their partners (USA, Japan, Canada, South Africa); it came into 
force on July 1st 2001. It was completed in 2003 by an Additional Protocol about racism and 
xenophobia via information systems. Up to now, 32 states have ratifi ed this Convention. It 
imposes on the signatory states the obligation to set up a national legal framework necessary 
for the prosecution of crimes in and through cyberspace, and to set up judicial mechanisms of 
cooperation.

Other initiatives are beginning to blossom. On September, 12th, 2011, China, Russia, Uzbekistan 
and Tajikistan (members of the Shanghai Cooperation and Security Organisation) sent a “Code 
of conduct for information security“ [7] to the General Secretary of United Nations, within the 
framework of the 66th General Assembly of the UNO. This code, insisting on the superiority 
of the national law in cyberspace, tries to legitimise a takeover of Internet governance by states 
in order to enforce their security in their ‘informative spaces’. This proposal refers directly to 
a governance model which is more focused on contents (information) rather than on networks, 
considering information as a potential threat, and stressing the possibility for a government to 
challenge the political system of another state via the Internet. The initial intent of the submitting 
states was not to have this paper adopted during the General Assembly but to receive advice 
and comments, particularly from the perspective of the UN Group of government experts on 
information security, which will take place in August 2012.

Moreover, Russia considers the cooperation between States Parties as a legal form of 
espionage, and is dissatisfi ed with the condition of a consensus of all the Convention members 
for the admission of a state which is not a member of the Council of Europe. As a result, 
Russia followed up by proposing a “Convention on International Information Security” [8] in 
December 2011 during the international conference on security at Ekaterinburg. 

These two ‘information war’ approaches raise obvious semantic issues. They oppose France 
and its Western partners, which consider governance in terms of ‘information systems security’, 
to the Chinese and Russian approach of ‘information security’, which could lead to an 
unacceptable censorship in cyberspace. For example, the project of a Code of Conduct equates 
the fi ght against terrorism with the fi ght against extremism and separatist activities.

Countries supporting these new proposals argue that there is a legal gap on the topic. They 
have not commented on the possible articulation of these proposals using the existing legal 
instruments. However, one can easily see a clear alternative to the Council of Europe Convention 
on Cybercrime, as far as these countries consider either the obsolete character of a ten-year-old 
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text (Chinese position), or the specifi c dimension of cyberspace which requires new rules in 
support of existing international law (Russian position).

Other initiatives have been launched in other fora, such as the ITU18 or the OSCE19. But an 
initiative at the OSCE from the USA, which led the Cyber Steering Committee, would probably 
be rejected by China (a non OSCE member) and not supported by Russia; and the ITU, driven 
by its General Secretary Hamadoun Touré, wants to be involved in Internet regulation [9]. Its 
current orientation is not favourable to a universalisation of the Convention of Budapest and 
aims to support the Russian approach of “cyberarms” control. In consequence, they probably 
have less chance of success than a direct dialogue at the UNO, in particular through its Forum 
on the Governance of the Internet, the next meeting of which will take place in Geneva in 
February 2012.

However, the adoption of a resolution on cyberspace governance is still exclusively discussed 
within the First Committee of the UNO (Disarmament and International Security); this 
completely matches with the Sino-Russian proposals, and does not allow a more universal 
consideration of the cybersecurity issue. The meeting of the group of government experts 
(GGE) in August, 2012, where countries favourable to the Convention of Budapest will be a 
majority, but where Russia and China will have a blocking minority, constitutes an opportunity 
to discuss the Sino-Russian proposal and to reach a compromise. In contrast, a failure in this 
negotiation could fuel a logic of ‘blocks’, with numerous problems attached. 

France’s position is to support the Convention of Budapest, which offers a relatively loose 
framework for states and could contribute to the emergence of a consensus on a defi nition of 
the threat (cybercrime) recognised by all, even by the initiator states of the Code of Conduct. 
This base could then be enlarged to take into account the legitimate question of the nature of the 
information circulating on the Internet, related to personal data, intellectual properties, abuse of 
freedom of expression, paedopornography, etc., or international security issues.

4. CONCEPTS TO BE EXPLORED AND
THE FUTURE OF CYBERSPACE

The surge in the use of information and communication systems is beginning to be seriously 
taken into account by numerous countries. However, many questions remain unsettled and new 
problems are appearing.

A. Public-Private Relationship
The private sector dominates cyberspace as the owner or the operator of most of the information 
and communication systems, as the designer and manufacturer of equipments, as the main user 
(through economic activity), etc.

1) Operators of Critical Infrastructures (OIV)
France has historically benefi ted from the legal instruments required to impose the necessary 
measures for the protection of critical infrastructures. It now needs to adapt them to the new 
challenges of cyberspace. A legal framework is necessary, but not suffi cient: concrete and 

18 International Telecommunication Union.
19 Organization for Security and Cooperation in Europe.
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serious measures must be taken to ensure an effective security of the systems.

2) Security of Private Companies
Despite a general reduction of public jobs, the ANSSI staff is growing steadily, from 250 
persons in 2012 to a target of 350 persons in 2013, particularly in order to perform its mission 
with private companies (even though it cannot guarantee the security of all the companies). To 
achieve those goals, a new organisation has been in place since April 2nd 2012.
That is why, in addition to legal measures and controls, the ANSSI also carries out advice 
and training. For instance, it promotes the concept of ‘IT hygiene’, which basically consists 
of implementing routine effi cient security good practice, in particular, antivirus, passwords, 
security updates and appropriate administration procedures. The more complex technical and 
expensive solutions are only applied to counter targeted attacks.

3) Support of Private Sector
The role of the private sector is crucial in the development of the Defence Technological and 
Industrial Base (BITD20). As France wishes to maintain its ranking as a world-class country in 
security technologies, it has to set up tools enabling the private and public sectors to collaborate 
and improve their good practice together. This approach is gaining traction, but the shape it will 
take is not yet determined.

Beyond timely collaborations in the support for research and development as well as shared 
educational programmes, a promising path may be the creation of a hub gathering all the actors, 
based on the model of the cyber security hub proposed by the British cyber strategy [10].

B. Doctrine Issues
For defence, cyberspace is a source of new threats but also of opportunities. All the operation 
concepts have to be reviewed to integrate this new dimension and all the planning processes 
have to take it into account.

The rules of strategy and armed confl ict are discovering a new fi eld of application. As the French 
White Paper on Defence and National Security stated: “as cyberspace has become a new action 
fi eld in which military operations already take place, France has to develop a fi ghting capacity 
in this space.” [1]. The notions of “‘cyberwar”, “act of war”, “dissuasion” have to be revisited, 
while the International Humanitarian Law and its principles (distinction between combatants 
and non-combatants, caution, proportionality, ban of unnecessary suffering) have to limit the 
use of cyberspace.

Last year, the French Defence University (IHEDN21), in partnership with EADS, created the 
“Castex Chair of Cyberstrategy” which stimulates high-level thinking on these concepts. At the 
level of the Ministry of Defence, studies are led by various institutions (Directorate for Strategic 
Affairs, Direction for Legal Affairs, Joint Centre for Concepts, Doctrine and Experiment) to 
take into account these new aspects of military action.

France also contributes to this thinking in international organisms such as NATO, and pays a 

20 Base Industrielle et Technologique de Défense in French.
21 Institut des Hautes Études de la Défense Nationale in French, under the Prime Minister’s authority.
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22 NATO Allied Command for Transformation, Norfolk (USA).
23 NATO Cooperative Cyber Defence Centre of Excellence, Tallin (Estonia).

close attention to the studies in ACT22 and in the CCD COE23.

C. The Future of Internet Governance
The properties of cyberspace call into question the concept of national sovereignty. Maybe John 
Perry Barlow went too far when he proclaimed the independence of cyberspace in 1996 [11]. 
Nevertheless, the traditional pillars of sovereignty face hurdles in mastering the dissemination 
of information streams.

1) Internal Sovereignty
Every state tries to control cyberspace, whether to guarantee the safety of its citizens (through 
the fi ght against cybercrime) or to enforce law and order (for instance, through censorship) On 
the one hand, the scope of the control depends on the openness of the regime. On the other hand, 
all states are confronted with the same technical and practical problems.
France views cyberspace as a neutral domain by default; only its use may deliberately cause 
damages and, as such, can be prosecuted. In particular, liberties as defi ned in the European 
Convention on Human Rights [12] have to be respected: freedom of thought, religion, 
expression, protection of privacy.

2) World Governance
The triangular relationship between states, companies – which are heavily present in cyberspace 
– and citizens – who use it massively – raises the issue of world governance striking a new 
balance in order to respect the rights and interests of every actor [13]. A promising framework 
for dialogue is the Internet Governance Forum, which allows real progress in international 
cooperation.

The lack of world regulation mechanisms, or the perceived illegitimacy of regulation itself, 
could fuel extreme behaviour from citizens (“Anonymous” is a famous example of the mode of 
action of “hacktivist” groups) and even lead to a sort of ‘balkanisation’ of the Internet, which 
would be segmented in regional networks and governed by different rules.
Although France is represented within the GAC (Governmental Advisory Committee) of the 
ICANN (Internet Corporation for Assigned Names and Numbers), it believes that the regulation 
of the Internet must be discussed and determined within the framework of the UNO and based 
on the principles of respect for individual freedoms.

5. CONCLUSION

In cyberspace as in other domains, France, which is a permanent member of the UNO Security 
Council and the fi fth world economic power, wants to maintain its ranking. It has implemented 
a voluntarist policy to protect its critical infrastructures, to develop its security technologies and 
to integrate this new domain into military operations.

There are still considerable efforts to be made and this requires a real collective awareness on 
the part of all the actors: public and private sector and citizens.
France must also develop international cooperation agreements to share information about 
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threats and solutions, as well as to promote the values of freedom and neutrality of the Internet. 
It is under this condition that ‘the age of uncertainty or anxiety’ [14] can become the age of 
prosperity and security.
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A Treaty for Governing 
Cyber-Weapons: Potential 
Benefi ts and Practical 
Limitations

Abstract: Despite a greater willingness on the part of States to enter into a dialogue on the 
potential implications of cyber warfare, there is continued disagreement on whether new rules 
are required to govern this ‘new domain’ and, if so, whether such rules should be in codifi ed 
form or be left to evolve through a natural progression of customary international law. Closely 
interlinked with these questions is the distinct issue of whether there is a need for an arms 
control treaty. To speak of an arms control treaty or the regulation of a particular weapon by 
reference to the law of armed confl ict (LOAC) is to presuppose a common conception of the 
particular type of weapon that is under discussion. This paper therefore poses the question, 
‘What is a cyber-weapon?’ before considering whether an arms control treaty is a feasible 
option, let alone whether such a treaty would be capable of addressing the concerns that have 
been raised by its proponents. This paper also considers existing LOAC rules to identify the 
issues that are unique to cyber-weapons and, in doing so, it is argued that further clarifi cation 
is indeed merited.

Keywords: cyber-weapons, arms treaty, law of armed confl ict 

1. INTRODUCTION 

On 12 September 2011 China and the Russian Federation, together with Tajikistan and 
Uzbekistan, submitted a draft United Nations General Assembly resolution on an International 
code of conduct for information security.1 The unexpected move, just prior to a global conference 
on cyberspace, was described by some as an attempt to ‘regain the initiative’ on a topic that has 
commanded increasing attention by the international community over the last several years.2 
The draft code requires States to comply with the UN Charter and ‘universally recognized 
norms governing international relations that enshrine, inter alia, respect for the sovereignty, 
territorial integrity and political independence of all States’ and ‘not to use information and 
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communications technologies, including networks, to carry out hostile activities or acts of 
aggression, pose threats to international peace and security or proliferate information weapons 
or related technologies’. Though described as a draft voluntary code, this document not only 
illuminates what interests are perceived to be at stake by the sponsoring States but exposes the 
potential diffi culties that would be encountered in any attempt to negotiate a cyber treaty, not 
least one that is concerned with stemming the proliferation of cyber-weapons or what the draft 
code refers to as ‘information weapons’. 

The potential benefi ts and practical limitations of a treaty to govern cyber-weapons can only be 
fully appreciated with an understanding of the historical and political context within which the 
cyber discourse has evolved in recent years. This paper therefore opens with a brief look at the 
context and the issues upon which States have traditionally divided to assess whether there is 
any prospect for agreement (section 2). While such divisions are founded primarily on disparate 
ideological and political views on the role of the State, legal experts also differ on whether new 
rules are required to govern cyber warfare and, if so, whether such rules should be in codifi ed 
form or be left to evolve through a natural progression of customary international law. Often 
intermingled with this question is the distinct issue of whether there is a need for an arms control 
treaty of sorts, as inferred by the Sino-Russia draft code of conduct. The objective, according to 
the proponents of such a treaty, is to limit the digital or cyber ‘arms race’ between States, with 
a view to constraining or even prohibiting the use of cyber-weapons in certain circumstances.3 

Obviously these questions are not unique to the cyber warfare discourse. Progress in the realms 
of science and technology, which invariably feeds into warfare, has always prompted similar 
anxieties.   

In section 3 of the paper, I pose the simple, yet often ignored question, what is a cyber-weapon? 
I do so because to speak of an arms control treaty or the regulation of a particular weapon 
by reference to the law of armed confl ict (LOAC) is to presuppose a common conception of 
the particular type of weapon that is under discussion. And although the term ‘cyber-weapon’ 
is entrenched throughout the policy and legal literature on cyber warfare, it is telling that in 
November 2011, the US Department of Defense stated, ‘[t]here is currently no international 
consensus regarding the defi nition of “cyber weapon”’.4  From this, should we surmise that 
there is something unique about the cyber-weapon that inhibits defi nitional agreement? What 
are the attributes that distinguish such weapons from conventional weapons and do these tell us 
anything about why agreement continues to prove elusive?

In this context I consider whether an arms control treaty is a feasible option let alone whether 
such a treaty would be capable of addressing the concerns that have been raised in respect of 
the prospect of cyber warfare.5 International law has historically dealt with weapons through 
two parallel approaches: regulating the manner in which weapons are used or by focusing on a 
particular type of weapon.6 Whether cyber-weapons are better suited to be governed by LOAC 

3 John Markoff and Andrew Kramer, ‘U.S. and Russia Differ on a Treaty for Cyberspace’ 28 June 2009, 
New York Times. Franz-Stefan Gady and Greg Austin, ‘Russia, the United States and Cyber Diplomacy’, 
EastWest Institute paper 2010, 6.

4 United States Department of Defense Cyberspace Policy Report: A Report to Congress Pursuant to the 
National Defense Authorization Act for Fiscal Year 2011, Section 934, November 2011, 8.

5 The problem of attribution is probably of most concern.
6 Justin McClelland, ‘The review of weapons in accordance with Article 36 of Additional Protocol I’ IRRC 

(2003) Volume 85, No. 850, 397.
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or whether an arms control treaty is warranted will be explored given the different rationale 
upon which each approach is founded. In the penultimate section I ask whether, all things 
considered, existing LOAC rules are adequate but that, nonetheless, the particular context of 
cyber warfare demands greater clarity as to how the rules are interpreted and applied and what 
form this might take.7 Not all experts share the view that the law in its current form can respond 
fully to the particularities of the cyber challenge; as a consequence, some have called for far 
more proactive measures including a treaty to govern cyber warfare.8 The recent developments 
at the international level would suggest that there may be an emerging consensus among States 
in favour of a set of agreed rules governing cyber warfare more generally although both form 
and content may be diffi cult to secure. 

I conclude with some thoughts on areas for further exploration. 

Before proceeding, one note of caution is required. A persistent problem that has characterised 
this entire discourse is the prevalence of misleading language and ‘parallel vocabularies’ in 
discussions on all aspects of cyber space and security.9 For example, as one legal expert has 
noted, despite widespread use of the terms ‘cyber warfare’ and ‘cyber attack’, the vast majority 
of cyber activity targeting the U.S. cannot, under existing law of armed confl ict, be described 
as an ‘attack’ that would give rise to a situation of armed confl ict operationalising that body of 
law.10 This problem is compounded by the strategic choice of some of the leading players to use 
phrases that are broad in scope to safeguard what are genuinely regarded as legitimate sovereign 
interests, made even more pressing by the extent to which the Arab Spring revolutions were 
facilitated by the digital revolution.

7 C. Joyner and C. Lotrionte, ‘Information Warfare as International Coercion: Elements of a Legal 
Framework’ 12 EJIL (2001) 825-65.

8 Davis Brown, ‘A Proposal for an International Convention to Regulate the Use of Information Systems in 
Armed Confl ict’ 47 Harvard International Law Journal, 179-221.

9 Russia-U.S. Bilateral on Cybersecurity - Critical Terminology Foundations, K. F Rauscher and V. 
Yaschenko (eds), 2011 EastWest Insitute and the Information Security Institute of Moscow State 
University. See also ‘Technology, Policy, Law and Ethics Regarding U.S. Acquisition of Use of 
Cyberattack Capabilities’ W. Owens, K. Dam and H. Lin (eds) National Research Council (2009) 14-15, 
Box1.2 [hereinafter Technology, Policy, Law]; according to the report, under current US military doctrine 
computer network operations include computer network attack (CNA), computer network defense (CND) 
and computer network exploitation (CNE), 161.

10 Commander Todd C. Huntley, ‘Controlling the use of force in cyber space: the application of the law of 
armed confl ict during a time of fundamental change in the nature of warfare’ 60 Naval Law Review (2010) 
2.
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2. THE CONTEXT

The United States’ decision in October 2009 not to oppose a draft UN General Assembly 
resolution to explore possible measures to ‘strengthen information security at the global level’ 
signalled a fundamental shift in its cyber security policy.11 For over a decade the US had resisted 
the repeated attempts by Russia – under the auspices of the UN Committee on Disarmament 
and International Security12 (hereinafter First Committee) – to explore the possibility for 
formalising the rules pertaining to cyber security. Ideological differences coupled with mistrust 
as to motive on the part of both sides had created gridlock and it was only with signifi cant 
redrafting of Russia’s 1998 draft resolution to address US concerns combined with the re-
assessment by the Obama administration in 2009 that US cyber strategy would benefi t from 
greater international engagement, that progress, albeit limited, was secured.13  

These developments paved the way for the release, in July 2010, of a report by the Group of 
Governmental Experts (GGE) comprising cyber security specialists and diplomats representing 
15 countries including Russia and the US.14 By contrast to an earlier attempt in 2005 the GGE, 
established by General Assembly resolution 60/45, was able to reach agreement in respect of 
a number of recommendations.15 These included: to pursue further dialogue among States to 
discuss norms pertaining to the use of information and communication technologies (ICTs); to 
consider measures to address the implications of ICTs by States in situations of armed confl ict; 
and to explore possibilities for elaborating on common terms and defi nitions.16 Although 
the challenges identifi ed in the GGE report are of pressing concern to all States, profound 
disagreements founded on radically differing perspectives and perceived interests are likely to 
hinder speedy progress, at least insofar as any treaty regime is concerned.

Russia and the US have approached the issue of cyber security from fundamentally different 
legal perspectives with the former favouring the development of a binding international 
regime while the latter has treated cyber security as falling, fi rst and foremost, within a law 
enforcement paradigm and therefore better governed through suppression conventions and 

11 Draft Resolution A/C.1/64/L.39 (16 October 2009) on Developments in the fi eld of information and 
telecommunications in the context of international security was adopted by the General Assembly 
without a vote on 29 October 2009; see http://daccess-dds-ny.un.org/doc/UNDOC/LTD/N09/563/73/PDF/
N0956373.pdf?OpenElement and http://www.un.org/News/Press/docs/2009/ga10898.doc.htm.

12 The Disarmament and International Security Committee deals with disarmament and related international 
security questions. 

13 Recognizing that the US could not work in isolation if it wanted to succeed in cyberspace, the review 
called for a ‘strategy for cybersecurity designed to shape the international environment and bring like-
minded nations together on a host of issued such as technical standards acceptable legal norms regarding 
territorial jurisdiction, sovereign responsibility, and use of force.’ The review was released in May 2009 
and can be found at http://www.whitehouse.gov/assets/documents/Cyberspace_Policy_Review_fi nal.pdf.

14 A/65/201 of 30 July 2010. The GGE was established under UN GA resolution 60/45.
15 On 11 January 2011, the General Assembly welcomed the report and took note of the recommendations 

contained therein; a new paragraph was introduced requesting the Secretary-General to establish a new 
GGE in 2012 to submit a report at the 68th session in 2013 (A/RES/65/41). See also A/RES/66/24 of 13 
December 2011 adopting draft resolution A/66/407, 10 November 2011.

16 Report by the Group of Governmental Experts on Developments in the Field of Information and 
Telecommunications in the Context of International Security, 30 July 2010, A/65/201.

http://daccess-dds-ny.un.org/doc/UNDOC/LTD/N09/563/73/PDF/N0956373.pdf?OpenElement
http://www.whitehouse.gov/assets/documents/Cyberspace_Policy_Review_final.pdf
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mutual assistance.17 While both regard cyberspace as a domain of economic opportunity as 
well as of heightened risk, for the US, the primary threat is criminal rather than political in 
origin.18 Consequently, it regards Russia’s demands for a broad international legal regime as 
overly prescriptive and fears that any concessions made on its part will assist in legitimising 
State censorship and repressive domestic policies. Such concerns are not without foundation. 
The very term ‘information security’ preferred by Russia, and often equated to ‘cyber security’, 
belies the reality that it is a far more ‘sweeping concept tied to the State’s need for control 
over the information space of its citizenry’.19 In light of the Information Security Doctrine 
of the Russian Federation released by President Putin in 2000, it is diffi cult to escape the 
impression that Russia’s broader concern is with how it can effectively maintain social control 
of the Internet in the face of both external and internal challenges.20 At its most basic, the 
different approaches pursued are primarily, although not exclusively, a refl ection of the different 
ideological viewpoints on the role of the State.21 

A supplementary reason driving Russia’s ambitions for an international cyber arms control 
treaty (and one that must not be under-estimated) is its perceived inferiority in the fi eld of 
communications technology.22 Although the US’s investment in, and reliance on, information 
technology – whether civilian or military – may in the short term make it far more vulnerable 
to malicious digital intrusions, Russia’s reliance on commercial off-the-shelf hardware and 

17 The US is party to the Convention on Cybercrime (Budapest Convention) which it ratifi ed in September 
2006. The Convention was drafted by the Council of Europe (COE) and despite its offi cial ‘observer’ 
status, the US played an ‘especially infl uential role, in part because it had more experience than other 
countries in addressing cybercrime and entered the process with well-formulated positions’; Michael 
Vatis ‘The Council of Europe Convention on Cybercrime’ in Proceedings of a Workshop on Deterring 
CyberAttacks: Informing Strategies and Developing Options for U.S. Policy, National Academies Press 
(2010) 207, available at http://www.nap.edu/catalog.php?record_id=12997. By contrast, although Russia 
is a member of the COE, it has neither ratifi ed nor signed the Convention on the grounds that it views the 
provision allowing unilateral trans-border access by law enforcement agencies to computers or data with 
the consent of the computer- or data-owner, as a violation of sovereignty; Vatis 218.

18 As a UN report acknowledged in 2010, it is diffi cult to estimate the extent of the fi nancial loss and number 
of offences committed by cybercriminals.  Although guarded, the report refers to some sources estimating 
losses to businesses and institutions in the US due to cybercrime to be worth as much as US$67 billion 
per year; A/CONF.213/9 of 22 January 2010. According to the 2011 Norton Cybercrime Report the cost of 
global cybercrime stands at US$114 billion annually.

19 Christopher A. Ford, ‘The Trouble with Cyber Arms Control’ The New Atlantis 2010, 52-68, 63. See also 
Timothy L. Thomas, ‘The Russian Understanding of Information Operations and Information Warfare’ in 
Information Age Anthology: the Information Age Military, D. Alberts and D. Papp (eds) 2001, available at 
www.dodccrp.org.

20 The Information Security Doctrine of the Russian Federation, 9 September 2000, available at http://www.
mid.ru/ns-osndoc.nsf/osnddeng.

21 This observation might apply equally to China which also adopts a far broader understanding of cyber 
threats; Ford, ‘The Trouble with Cyber Arms Control’, 62-66. That Russia and China share many of the 
perceived threats is best exemplifi ed by the Agreement between the Governments of the Member States of 
the Shanghai Cooperation Organization on Cooperation in the Field of International Information Security 
which was adopted at the 61st plenary meeting of the Organization on 2 December 2008. Nevertheless, 
there is also evidence to indicate that at a strategic/operational level, China may adopt a radically different 
approach from Russia in that it sees cyber warfare as an ‘equalizer’ in potential military confl icts with a 
technologically superior adversary such as the US; Technology, Policy, Law, 332-33.

22 Information Security Doctrine of the Russian Federation. 

http://www.mid.ru/ns-osndoc.nsf/osnddeng
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software and lack of home-grown expertise makes it far more vulnerable in the long run.23 Thus, 
as in 1899, Russia envisages that an international treaty may function to address its position of 
relative disadvantage.24 While much of the cyber security discourse over the last decade has 
been dominated by Russia and the US, China’s emerging status and participation within this 
fi eld poses questions that have yet to be explored adequately. How it frames both opportunities 
and risks in this domain is likely to shape any global progress on an internationally agreed 
regime.25  Finally, it is necessary to ask whether, despite the US’s long held scepticism over the 
prospect of an arms control treaty, there are any emerging or potential future benefi ts or threats 
that might alter its stance in favour of such a treaty.        

Since taking offi ce, the Obama Administration has responded robustly to its critics’ charges that 
a comprehensive national security strategy that embraced both the domestic and international 
aspects of cyber security was lacking.26 In May 2011, the White House released its International 
Strategy for Cyberspace – ‘the fi rst attempt by the US to lay out an approach that unifi es its 
engagement with international partners on the full range of cyber issues’ and it concurrently 
embarked on a variety of outreach efforts to enhance existing military alliances and to pursue 
closer cyber security partnerships with like-minded States. But despite its willingness to engage 
in a more pro-active dialogue, what is striking is the Administration’s continued emphasis on 
developing the law enforcement paradigm to counter malicious cyber activities with little 
evidence to suggest that there has been a fundamental shift in its position on the need for an 
arms control treaty. Rather, the message that is repeatedly heard is that existing international 
law suffi ces.27 

Any consideration as to whether a new treaty regime to govern a particular weapon is necessary 

23 ‘Russia’s international cooperation in ensuring information security has two distinctive features: 
international competition for technological and information resources and for dominance in the markets 
has increased, and the world’s leading economies have achieved a growing technological lead that allow 
them to build up their potential for information warfare. Russia views this development with concern, 
as it could lead to a new arms race in the information sphere and raises the threat of foreign intelligence 
services penetrating Russia through technical means, such as a global information infrastructure.’ A.A. 
Streltsov, State Information Policy: The Basis of the Theory, 2010, Moscow, 345 cited by Franz-Stefan 
Gady and Greg Austin, ‘Russia, the United States and Cyber Diplomacy’ EastWest Institute (2010) 6.

24 According to Jozef Goldblat, ‘the Hague Conferences of 1899 and 1907 were convened at the initiative 
of the Emperor of Russia, which was lagging in the European arms race and could not afford to catch up 
with its rivals because of its economic weakness’; Arms Control: The New Guide to Negotiations and 
Agreements (2003) Sage Publications, section 2.1.

25 See for example, submissions by China’s representative to the 17th meeting of the First Committee, 20 
October 2011, GA/DIS/3442.

26 James A. Lewis, ‘Cyberwarfare and its Impact on International Security’, United Nations Offi ce for 
Disarmament Affairs (UNDOC) Occasional Paper No. 19 June 2010; ‘Securing Cyberspace for the 44th 
Presidency: A Report of the Center for Strategic and International Studies Commission on Cybersecurity, 
December 2008. At the domestic level, U.S. Cyber Command (USCYBERCOM) was established in June 
2009 with the responsibility for centralizing command of cyberspace operations. Nevertheless, see also US 
Government Accountability Offi ce (GAO) report, Cyberspace: US Faces Challenges in Addressing Global 
Cybersecurity and Governance (GAO-10-606) July 2010. 

27 See for example the EU-US Working Group on Cybersecurity which was established in November 
2010 and tasked principally with strengthening transatlantic cooperation in the fi eld of cyber-crime, 
PRES/10/315 available at http://europa.eu/rapid/pressReleasesAction.do?reference=MEMO/11/246.  The 
most recent Department of Defense reports indicate that the US remains unconvinced that a convention 
governing cyberwar or more specifi cally, cyber-weapons is warranted; see for example, Department of 
Defense Strategy for Operating in Cyberspace, July 2011 and Department of Defense Cyberspace Policy 
Report to Congress Pursuant to the National Defense Authorization Act for Fiscal Year 2011, Section 934 
of November 2011. 
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and, if so, what form this might take requires an understanding of the nature of the weapon 
under examination. In the following section I pose the simple yet vexing question, ‘what is a 
cyber-weapon?’ before assessing whether an arms control treaty will adequately address the 
concerns raised by its proponents.

3. AN ARMS CONTROL TREATY 
FOR CYBER-WEAPONS 

By contrast to most commentaries on cyber warfare where the preliminary concern is with 
the question what is an ‘armed attack’,28 this paper asks, what is a cyber-weapon? A weapon 
is generally understood to be an instrument of offensive or defensive combat and has been 
defi ned as a device that is ‘designed to kill, injure, or disable people, or to damage or destroy 
property’’.29 Although this defi nition might adequately encapsulate traditional weapons that 
have been designed, when utilized, to have a direct kinetic outcome, it fails to capture the 
essence of what are generally regarded as cyber-weapons. This is because most of the malicious 
codes or malware that would fall within the parameters of a cyber-weapon are designed to 
have an indirect kinetic outcome which may, or may not, result in the listed outcomes. In 
other words, the malware itself is not designed to kill, injure or disable people nor, necessarily, 
to damage or destroy tangible property. Moreover, even if ‘property’ is to encompass digital 
network systems, programmes and data, this particular defi nition is arguably under-inclusive if 
‘damage’ or ‘destruction’ of property is narrowly defi ned. For example, the purpose of Duqu, 
a remote access Trojan which was discovered in September 2011 and believed to have been 
invented by the same authors as Stuxnet, was to gather intelligence data and assets to enable 
an attack by a worm such as Stuxnet.30 Duqu was designed neither to damage nor destroy, yet 
there is evidence to suggest that the capacity of Stuxnet to achieve its design objective was 
dependent on the prior implanting of Duqu, which went undetected for four years. Nonetheless, 
the suggestion that a ‘cyber-weapon’ might be defi ned by its capacity for infl icting ‘harm’ is 
unconvincing for being over-inclusive.31 

An alternative defi nition that begins to address the shortcomings of the above defi nition is any 
‘malicious software that possesses an offensive capability’.32 The problem with this defi nition 
is self-evident. As with the term ‘cyber-attack’ which is commonly used to describe any 
action ranging from penetrating a network and implanting malicious codes, to downloading 
information and disrupting the services provided by those networks, it lacks the specifi city that 

28 Technology, Policy, Law, 1-2.
29 G. Intoccia and J. Wesley Moore, ‘Communications Technology, Warfare, and the Law: Is the Network a 

Weapon System?’ 28 Houston Journal of International Law (2006) 467-489, 480 citing Air Force guidance 
can be found in AFPD 51-4, which addresses Air Force regulatory compliance with LOAC and defi nes. 

30 Brigid Grauman, ‘Cyber-security: the vexed question of global rules’ Security and Defence Agenda Report, 
February 2012, 30. See also Symantec Security Response briefi ng paper ‘W32.Duqu: The precursor to the 
next Stuxnet’ 23 November 2011; available at http://www.symantec.com/connect/w32_duqu_precursor_
next_stuxnet.

31 Dorothy Denning, ‘Refl ections of Cyberweapons Controls’ 16(4) Computer Security Journal (2000) 43-53, 
46.

32 This defi nition borrows from one that was used to defi ne conventional weapons as having ‘an offensive 
capability that can be applied to a military object or enemy combatant’; McClelland, IRRC (2003) Volume 
85, No. 850, 397-415, 405.

http://www.symantec.com/connect/w32_duqu_precursor_next_stuxnet
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is necessary for legal regulation.33 Thus, just as it is now generally recognised that it is the effect 
of the cyber-attack that determines whether or not the law of armed confl ict is operationalised, 
a malicious code might be deemed a ‘weapon’ not solely by its intrinsic properties but also 
by the outcome it is designed to produce.34 In other words, only if it is established that a 
malicious code possesses an offensive capability and there is an intention to use it in a manner 
which comports with its offensive capability might the malware be deemed a ‘cyber-weapon’. 
Accordingly, it is both the offensive capability of the malicious code and the intended outcome 
or effect produced by that code that transforms it into a weapon that would be governed, as with 
any conventional weapon, by the law of armed confl ict.35 

In June 2011, it was reported that the Pentagon had developed a classifi ed list of cyber-weapons 
and cyber-tools including viruses with the capacity to sabotage an adversary’s critical networks.36 
This announcement would seem to suggest that the absence of international consensus on a 
defi nition for a ‘cyber-weapon’ might be indicative of a political impasse rather than there 
being any intrinsic attribute that precludes cyber-weapons from defi nition.37 However, there 
is an enormous gulf between policy assessments and legal classifi cation and since most of 
the technology relied on in an offensive capacity is inherently dual-use, and non-malicious 
‘software might be minimally repurposed for malicious action’, drawing the line between the 
two is likely to be hugely challenging.38 Even if agreement can be reached on what constitutes 
a cyber-weapon, whether their very properties make cyber-weapons simply incompatible with 
the rationale upon which arms control treaties are founded is warrants consideration. 

Broadly stated, arms control treaties aim to establish legal regimes that ‘deter challenges to 
peace’.39 There are various categories of arms control and disarmament treaties that can broadly 

33 James A. Lewis, ‘Cyberwarfare and its impact on international security’ (2009) UNODA Occasional Paper 
No. 19, 8.

34 Michael Schmitt, ‘Cyber Operations and the Jus in Bello: Key Issues’ 87 International Law Studies, Naval 
War College (2011); Charles Dunlap ‘Perspective for Cyber Strategists on Law for Cyberwar’ Strategic 
Studies Quarterly (Spring 2011) 81-99, 85.

35 This however does not resolve the defi nitional problem in its entirety since there will be some digital tools 
that only if directed at or used in a certain manner will produce an outcome, albeit indirectly, that can be 
equated to other traditional weapons. Since the same ‘cyber-weapon’ deployed in a different manner may 
result in an effect that is simply disruptive, regulating the use of the weapon, rather than the weapon per se 
may present a more viable option.

36 Ellen Nakashima, ‘List of cyber-weapons developed by Pentagon to streamline computer warfare’ in The 
Washington Post, 1 June 2011.

37 In the Shanghai Cooperation Organization’s agreement on Cooperation in the Field of International 
Information Security which was adopted at the 61st plenary meeting of the Organization on 2 December 
2008 ‘information weapon’ is defi ned very broadly as ‘information technologies, ways and means of 
waging an information war’.

38 United States Department of Defense Cyberspace Policy Report: A Report to Congress Pursuant to the 
National Defense Authorization Act for Fiscal Year 2011, Section 934, November 2011, 8.

39 Richard Betts, ‘Systems for Peace or Causes of War? Collective Security, Arms Control and the New 
Europe’ 17 International Security (1992) 5-43, 30. It is worth pondering on whether the absence of a 
cyber-weapons control convention has the counter-intuitive effect of promoting deterrence. The risk 
that an adversary has already developed and implanted malware that has the capacity to control a State’s 
offensive and defensive capabilities may in fact serve to deter the kinetic use of force. That a State may not 
realise until some time later that its military capabilities have been eroded, may have a benefi cial effect of 
instilling caution.
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be grouped40 into those that: i) limit the level of armaments;41 ii) prohibit or restrict the use of 
specifi c weapons;42 iii) prohibit the testing and deployment and attacks on the environment;43 
and iv) prohibit development and acquisition of specifi c weapons.44  By contrast to the law of 
armed confl ict, the objective of such regimes is to make confl ict less likely by reducing the 
existence of, or restricting the use of certain weapons irrespective of whether the particular 
weapon is more or less cruel or indiscriminate than others which may not be the subject of 
such negotiations.45 In addition to reducing the risk of armed confl ict by imposing limitations 
on the development and proliferation of weapons to constrain capabilities, the purpose of such 
regimes can include:

• minimizing disparities among States to remove the source of instability; 
• increasing predictability in relations between potentially hostile States; 
• pre-empting the development of new weapons;
• decreasing expenditure on armaments to divert resources to economic and social 

development;
• contributing to confl ict management by establishing a framework to enable 

negotiation between belligerent States; 
• generally fostering a non-hostile atmosphere; and 
• alleviating the suffering and damage in armed confl ict.46

The distinction between the objectives of an arms treaty and LOAC is worth noting since cyber-
weapons do not directly infl ict the harm that LOAC is concerned with regulating. Arms treaties 
by contrast are generally agreed to not on the basis that the weapon is, all things considered, 
offensive to fundamental LOAC principles but rather because, as a matter of military and 
political judgment, the new restrictions can be the subject of agreement.47 The agreement is 
treated as a ‘contractual undertaking’ adopted on the basis of a common interest: in other words, 
arms control treaties are the product of a policy choice rather than a legal necessity. 

40 These categories of agreements were identifi ed by Frits Kalshoven in The Centennial of the First 
International Peace Conference: Reports and Conclusions (2000) Kluwer Law International, 61-96.

41 1990 Treaty on Conventional Armed Force in Europe; 1972 Strategic Arms Limitation Talks I (SALT I); 
1972 Anti-Ballistic Missile Systems Treaty; 1979 SALT II; the 1987 Intermediate-Range Nuclear Forces 
Treaty; 1991 Treaty on the Reduction and Limitation of Strategic Offensive Arms (START I); 1993 START 
II; START III.

42 1925 Geneva Protocol for the Prohibition of the Use in War of Asphyxiating, Poisonous or Other Gases 
and of Bacteriological Methods of Warfare; 1981 Convention on Excessively Injurious or Indiscriminate 
Conventional Weapons and Protocols.

43 1963 Partial Test Ban Treaty; 1974 Threshold Test Ban Treaty; 1996 Comprehensive Nuclear Test 
Ban Treaty; 1977 Convention on the Prohibition of Military or Any Other Hostile use of Environment 
Modifi cation Techniques; 1959 Antarctic Treaty; 1967 Outer Space Treaty; 1971 Seabed Treaty.

44 1968 Non-Proliferation Treaty; 1972 Biological Weapons Convention; 1993 Chemical Weapons 
Convention; 1997 Ottawa Convention on Anti-Personnel Mines.

45 Christopher Greenwood, ‘The Law of Weaponry at the Start of the New Millennium’ in Essays on War in 
International Law (2006) Cameron May, 223, 231.

46 Daniel Frei ‘International Humanitarian Law and Arms Control’ IRRC, No. 267 November-December 
1988, 491, 493-94. According to Goldblat, compared to its original narrow meaning to denote rules for 
limiting arms competition, ‘arms control’ is now often used to refer to a broad range of measures including 
those intended to: freeze, limit, reduce or abolish certain categories of weapons; ban the testing of certain 
weapons; prevent certain military activities; regulate the deployment of armed forces; proscribe transfers 
of some military items; reduce the risk of accidental war; constrain or prohibit the use of certain weapons 
or methods of war; and build up confi dence among States through greater openness in military matters; 
Goldblat, Arms Control: The New Guide to Negotiations and Agreements, 3.

47 Ashley Roach, ‘Certain Conventional Weapons Convention: Arms Control or Humanitarian Law?’ 105 
Military Law Review, (1984) 3-72, 17.
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What is of note is that such treaties have usually aimed to construct a military balance between 
States based on the simple reasoning that a parity in available arsenal would in itself dissuade 
the resort to force because it cannot be effectively exercised.48 Thus, the key to such treaties 
is the ability to maintain a balance of power between States.49 This is a perfectly reasonable 
rationale if the particular weapon is predominantly accessible – and affordable – only to States, 
as in the case of nuclear weapons. In the case of malware, this rationale offers little traction. 
Compared with other kinetic weapons, malicious software is easy to use and relatively cheap. 
These two factors make cyber-weapons widely accessible to non-state actors – from criminal 
gangs to the lone hackers. According to McAfee, every year sees one million new viruses, from 
worms to logic bombs; and that fi gure is climbing.50 Moreover, unlike other weapons, cyber-
weapons can be reproduced and distributed globally at minimal cost.51 Even if a signifi cant 
proportion of these malicious codes are generated by State actors, that still leaves a large 
number being created in the private sector. In the face of the sheer volume at which malware is 
being constituted, particularly by non-state actors, demands for an arms treaty comparable to 
the Chemical Weapons Convention (CWC)52 to prohibit ‘the development, spread and use of 
the ‘information weapon’’ appears a daunting, if not futile, exercise.53 

Nevertheless, would it be feasible to introduce a system of classifi cation for cyber-weapons 
linked to the level of harm that could potentially be caused by the malware? In other words, 
to adopt an approach comparable to the CWC and to focus efforts on malicious codes which 
have been designed primarily with offensive capabilities, the use of which is likely to result in 
serious harm comparable to a kinetic weapon? The CWC may also offer guidance in respect of 
exclusion clauses, as for example, malware that is produced for the very purpose of enabling 
the development of new programmes to detect and counter the intended harm. But what it 
cannot do is to provide a template. The speed at which technology is evolving means that the 
methods and tools of attack are constantly altering making any listing of prohibited cyber-
weapons simply redundant.  

For the purpose of argument, if distinguishing between offensive and defensive cyber-weapons 
is possible and the former is made subject to prohibitions, this still leaves the problem of dual-
use software. As the DoD noted in its 2011 report to Congress, ‘most of the technology used 
in this context is inherently dual-use, and even software might be minimally repurposed for 
malicious action.’54 Although the issue of dual-use arose in the case of the CWC and the Nuclear 
Non-Proliferation Treaty (clearly chemical products and nuclear energy can be produced for 

48 Betts ‘Systems for Peace or Causes of War?’ 30.
49 This reasoning was based primarily in the context of a bipolar world in the context of nuclear weapons. 

Experts have suggested that where there is more than just one pair of competing powers with overlapping 
rivalries, arms races are likely to be interconnected, and the stability of any one pair of rivals might be 
affected negatively by developments in other dyads. This means that there is even greater risk of instability 
and this ‘increased political complexity of the post-bipolar world calls for more rather than less arms 
control.’  Harald Muller ‘Compliance Politics. A Critical Analysis of Multilateral Arms Control Treaty 
Enforcement’The Nonproliferation Review (2000) 77-90, 78.

50 Grauman, ‘Cyber-security: the vexed question of global rules’, 10.
51 In addition, in contrast to for example chemical weapons, cyber-weapons can be stored with no physical 

risk.
52 J. Markoff and A. Kramer, ‘U.S. and Russia Differ on a Treaty for Cyberspace’ New York Times, 28 June 

2009.
53 See 2000 Russian Federation Information Security Doctrine, section 7 on ‘International cooperation by the 

Russian Federation in the realm of information security’.
54 United States Department of Defense Cyberspace Policy Report: A Report to Congress Pursuant to the 

National Defense Authorization Act for Fiscal Year 2011, Section 934, November 2011, 8.
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both peaceful and non-peaceful purposes) in the case of cyber-weapons, the question of dual-
use takes on another dimension. This is because cyber-weapons possess multiple properties 
(e.g. destroy, degrade, exploit, control, deceive, alter) and thus to describe them as ‘dual-use’ 
is potentially misleading.55 The distinction between malware that seeks to exploit (e.g. for 
commercial gain) or is implanted to gather intelligence (e.g. State-sponsored espionage) and 
malware that is potentially offensive (to destroy or control) is tenuous at best as the Duqu/
Stuxnet example aptly demonstrates. 

Of course, irrespective of motive, the intruder must fi rst be able to access a system or network and 
identify vulnerabilities in the hardware, software, hardware-software interfaces, communication 
channels, confi guration tables, users, and/or service providers.56 But the ‘payload’ or the 
malicious code or programme that performs a particular action, once a vulnerability has been 
detected, can take many forms. A bot or botnet is sometimes designed to disable websites and 
networks and sometimes to gather information,57 a ‘logic bomb’ which is hidden in computers 
to halt them at crucial times or damage circuitry is designed to degrade or destroy, a microwave 
radiation device that can burn out computer circuits from a distance is principally designed to 
destroy, a distributed denial of service (DDoS) programme aims to disrupt, and other hacking 
tools including viruses, worms, spyware, or Trojan horses can be designed to perform one or a 
combination of operations. This attribute of cyber-weapons means that, rather than identifying 
specifi c categories of malware that would be subject to prohibition, it would seem far more 
effective to regulate the use of such weapons.

A further distinguishing property of malware is that in contrast to conventional weapons where 
the State has full control over the means by which weapons are deployed, it is the private sector 
or individuals who have ownership and operational rights over networks.58 As a consequence 
any treaty system would require, at a minimum, a commitment on the part of the private sector 
to collaborate in what will likely be an operation of unprecedented complexity.  

What will however be the Achilles’ heel of a cyber-weapons control treaty is non-compliance 
since there is little prospect of integrating a reliable verifi cation mechanism into such a treaty 
regime. It is unlikely that any State would agree to external verifi cation measures which would 
necessarily require scanning all computers and storage devices owned and used by the State 
including all classifi ed systems.59 This is a signifi cant drawback as past experience demonstrates 
that the success of arms control treaties has been contingent largely on the existence of a robust 
compliance and verifi cation regime. For example, although the Convention on the Prohibition 
of the Development, Production and Stockpiling of Bacteriological (Biological) and Toxin 
Weapons and on Their Destruction (BWC) entered into force in 1975 and has 165 State 
Parties, it has repeatedly been criticised for lacking credibility on the grounds that it contains 

55 Denning has described ‘dual use’ weapons to include password crackers and vulnerability and port 
scanners; as she notes, ‘great caution would be required as many of these tools help system administrators 
fi nd and correct security problems’; Dorothy Denning, ‘Refl ections on Cyberweapons Control’ 16(4) 
Computer Security Journal (2000) 43-53, 43.

56 P. Denning and D. Denning, ‘Discussing Cyber Attack’ 53(9) Communications of the ACM (2010) 29.
57 Botnets may be designed simply to gather information; botnets refer typically to ordinary computers 

hijacked by viruses to perform attacks without their owner’s knowledge; Duncan Hollis ‘Why States need 
an international law for information operations’ 11 Lewis & Clark Law Review (2007) 1023-1061, 1025.

58 GGE report, 6, A/65/201. 
59 Dorothy Denning, ‘Obstacles and Options for Cyber Arms Controls’ presented at Arms Control in 

Cyberspace, Heinrich Böll Foundation, Berlin, Germany, 29-30 June 2001, 3.
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no effective verifi cation provisions.60 The combined effect of having no means by which to 
independently verify compliance together with the ease at which malware can be secreted and 
the high degree of anonymity in cyber-space which makes the tracking of the origin of the 
malware and the discovery of the identity and motivation of its author hugely challenging, 
will inevitably mean that in the event of a serious and sophisticated cyber-attack, accusations 
of State sponsored involvement will persist. The uncertainties regarding attribution suggest 
that an arms control treaty is neither likely to increase the predictability in relations between 
potentially hostile States nor foster a more cordial atmosphere. If these are indeed the objectives 
sought by the proponents of an arms control treaty, there are perhaps more effective ways to 
secure such goals.61 

In calling for the convening of the 1899 and 1907 Hague Peace Conferences, Russia was 
motivated by two factors: that, due to its economic weakness, it could not compete in the 
arms race with its rivals and in addition, its precious resources were being channelled into 
unproductive ends, namely, armaments.62 This latter argument – that economic and social 
development should not be sacrifi ced for the benefi t of military aggrandizement – was revived 
during the 1970s and 1980s under the UN rubric ‘disarmament and development’.63 In contrast 
with other weapons, cyber-weapons may paradoxically turn this argument on its head since 
the cost of enforcing a global prohibition may exceed any expected reduction in the level 
of risk. Moreover, as defensive tools acquire greater sophistication and capacity to detect 
and effectively respond to malicious codes, a complex regime to effectively monitor treaty 
compliance may prove far from cost-effective and even of subsidiary importance much in the 
same way that the utility of chemical weapons diminished considerably with the development 
of protective equipment.64   

In the absence of agreement for an arms control treaty I consider in the following section 
whether existing LOAC rules offer an adequate basis for regulating cyber-weapons and their 
use. Since by contrast to other weapons, attacks using cyber-weapons are not primarily intended 
to produce a direct but rather an indirect kinetic outcome, does this require the re-evaluation 
of how LOAC rules pertaining to the means and methods of warfare apply? In particular I ask 
whether cyber-weapons are challenging to the law because they represent the essence of an ever 

60 As experts have observed despite more than six years of negotiation on a proposed verifi cation protocol, in 
2001 the US withdrew its support although this came as little surprise given that the terms of the proposal 
were regarded by many of the participants as intrusive. See for example, Michael Moodie, ‘Fighting the 
Proliferation of Biological Weapons: Beyond the BWC Protocol’ 4 Disarmament Forum (2000) 33-42 and 
Kenneth Ward ‘The BWC Protocol: Mandate for Failure’ The Nonproliferation Review (Summer, 2004) 
1-17. By contrast, verifi cation under the CWC includes compulsory national declarations about relevant 
industrial and military activities, and a regime of routine inspections of declared industrial and military 
facilities. A particularly important feature is the provision for a ‘challenge inspection’ whereby a State 
party can request an inspection of any site in another State party at short notice; Robert Mathews and 
Timothy McCormack ‘The infl uence of humanitarian principles in the negotiation of arms control treaties’ 
IRRC No. 834, 30 June 1999.

61 ‘[U]ncertainty regarding attribution and the absence of common understanding regarding acceptable 
State behaviour may create the risk of instability and misperception’; Group of Governmental Experts 
report, 7 paragraph 7. ‘The often low cost of developing malicious code and the high number and variety 
of actors in cyberspace make the discovery and tracking of malicious cyber tools diffi cult’; United States 
Department of Defense Cyberspace Policy Report: A Report to Congress Pursuant to the National Defense 
Authorization Act for Fiscal Year 2011, Section 934, November 2011, 8.

62 Goldblat, Arms Control: The New Guide to Negotiations and Agreements, 2.1.
63 Kalshoven, The Centennial of the First International Peace Conference: Reports and Conclusions, 97. 
64 Mathews & McCormack, ‘The infl uence of humanitarian principles in the negotiation of arms control 

treaties’, 4.
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inter-connected world in which conceptual and physical boundaries are being eroded, the very 
foundations upon which the law itself was constituted.

4. THE LAW OF ARMED CONFLICT: 
MEANS AND METHODS

It is self-evident that the ever-expanding use of information and communication technology 
in the critical infrastructure of States has created new vulnerabilities and opportunities for 
disruption, not least in the context of armed confl ict.65 Moreover, as the 2008 confl ict in South 
Ossetia all too clearly demonstrates, adversaries will increasingly resort to strategies involving 
digital tools as an integral part of any military operation. Since the law of armed confl ict applies 
to all situations that fulfi l the criteria of an armed confl ict, there is no coherent reason why 
the rules pertaining to the means and methods of warfare should not apply irrespective of 
methodology if the effects of deploying the malware produce the same outcomes as a kinetic 
weapon.66 In fact, LOAC explicitly anticipates the emergence of new weapons and in doing so 
requires States to determine whether the use of any new weapon, means or method of warfare 
would be prohibited by international law.67     
   
The law of weaponry which seeks to regulate both the means and methods of warfare can 
be traced back many centuries and its rules and principles are found in treaty and customary 
international law and in the growing body of case law generated by international courts and 
tribunals.68 Although the St Petersburg Declaration is often cited for having been the fi rst treaty 
to ban a particular type of weapon, a more important aspect of the Declaration is its preamble 
which, in setting out the reasoning behind the prohibition, articulates the general principles that 
have continued to inform the evolution of the law as it has confronted new means and methods 
of warfare.69 The preamble reads: 

‘That the only legitimate object which State should endeavour to accomplish during war 
is to weaken the military forces of the enemy, […]

That this object would be exceeded by the employment of arms which aggravate the 
sufferings of disabled men or render their death inevitable, [and]

That the employment of such arms would, therefore, be contrary to the laws of humanity.’             

65 GGE report paragraph 9, (A/65/201).
66 Commenting on the list of so-called weapons or ‘fi res’, a senior military offi cial indicated that the 

deployment of, for example, a computer virus would be governed by the same rules that apply to other 
military weapons, in other words, IHL; see The Washington Post, 1 June 2011.

67 Article 36 of Additional Protocol I provides, ‘In the study, development, acquisition or adoption of a 
new weapon, means or method of warfare, a High Contracting Party is under an obligation to determine 
whether its employment would, in some or all circumstances, be prohibited by this Protocol or by any 
other rule of international law applicable to the High Contracting Party.’

68 As Greenwood notes, by the late 19th century, there was considerable support for the proposition that 
international law imposed some constraints upon the weaponry which a belligerent might employ; 
Greenwood, ‘The Law of Weaponry at the Start of the New Millennium’, 226.

69 The 1868 St Petersburg Declaration prohibited the ‘use of explosive and incendiary projectiles weighing 
under 400 grammes which is either explosive or charged with fulminating or infl ammable substances’. The 
convention did not prohibit the use of explosive projectiles per se as such weaponry was considered to be 
militarily necessary.
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Two principles can be extrapolated from this. The fi rst invokes the concept of military necessity, 
according to which only those weapons and means of combat which are necessary to attain the 
military purposes of war are permitted; this was subsequently given further weight with the 
incorporation of Article 22 of the 1907 Hague Regulations which explicitly provides that ‘the 
right of belligerents to adopt means of injuring the enemy is not unlimited’ (Article 22). More 
specifi cally, Article 23(e) prohibits the employment of ‘arms, projectiles, or material calculated 
to cause unnecessary suffering’.70 This principle is understood to prohibit both the use of 
weapons calculated to cause unnecessary suffering (means) and the use of otherwise lawful 
weapons if used in a manner that causes unnecessary suffering since to do so would serve no 
military purpose (methods).71 A more recent expression of this principle is found in Article 
35(2) of Additional Protocol I which provides that:

‘It is prohibited to employ weapons, projectiles and materials and methods of warfare of a 
nature to cause superfl uous injury or unnecessary suffering.’72

At fi rst glance it is diffi cult to see how this prohibition would apply to cyber-weapons since the 
principle is concerned with the superfl uous injuries and unnecessary suffering directly infl icted 
by the particular weapon on a combatant. Unlike in the case of other weapons, this principle 
would therefore appear to have little purchase on cyber-weapons insofar as their direct effects 
are concerned. If, however, the indirect effects of such weapons are taken into consideration it 
may be that malware designed to carry out specifi c tasks may potentially violate the principle, 
as for example where the destruction of medical data results in the provision of improper care 
of wounded combatants.73        

Although the principle of unnecessary suffering has historically served as a basis upon which 
some weapons have been prohibited,74 a compelling case can be made that the principle may 
make the use of cyber-weapons more likely. This is because if ‘the essence of the unnecessary 
suffering principle is that it involves a comparison between different weapons in determining 
whether the injuries and suffering caused by a particular weapon are necessary’, the cyber-
weapon has the potential – to the frustration of those who wish to see its total prohibition 
– to ‘outclass’ all conventional weapons by infl icting least suffering.75 Echoing the fi ndings 
of a 1999 Department of Defense report, Denning observes ‘instead of dropping bombs on 
an enemy’s military communication systems, for example, cyber forces could take down the 
system with a computer network attack, causing no permanent damage and no risk of death or 
injury to soldiers or civilians. The operation would be more humane and should be preferred 

70 The principle does not possess an absolute character because it only prohibits weapons that cause 
unnecessary suffering that cannot be justifi ed by the military advantage that may be gained from its use.

71 ‘The only legitimate purpose of any use of weapons is the disabling of enemy combatants’; Dieter 
Fleck, Humanitarian Law in Armed Confl icts (1999) OUP, 121. The ICJ has described the principle 
of unnecessary suffering together with the principle of distinction as the two cardinal principles of 
international humanitarian law; Legality of the Threat or Use of Nuclear Weapons, Advisory Opinion, 
1996,  paragraph 78. 

72 See also rule 70, ICRC Customary International Humanitarian Law Study.
73 Arie Schaap, ‘Cyber warfare operations: development and use under international law’ 64 Air Force Law 

Review (2009) 121-174, 159.
74 For example, Declaration Concerning Expanding Bullets, 1899; Protocol on Non-detectable Fragments 

(CCW 1980, Protocol I); Protocol III (incendiary weapons primarily designed to set fi re to materials, 
objects or to cause burn injury to persons; Gas Protocol 1925: prohibits use of chemical weapons directly 
against the enemy and to the toxic contamination of war-supply installations and food-stuffs; Biological 
Weapons Convention 1973; Chemical Weapons Convention 1993.

75 Greenwood, ‘The Law of Weaponry at the Start of the New Millennium’, 240. 
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over more destructive alternatives’.76 Whether there would be an obligation on technologically 
advanced States to resort to digital options that cause less suffering if doing so does not reduce 
their military advantage remains far from clear. 

The second general LOAC principle that unambiguously applies to cyber-weapons is the 
prohibition on the use of indiscriminate weapons or the indiscriminate use of any weapon. Once 
again, as with the principle of unnecessary suffering, these principles must be interpreted as 
applying to the intended indirect effect of the malware since ‘the computer or network attacked 
is much less relevant than the systems controlled by the target computer or network […] [and] 
indeed the indirect effect is often the primary purpose of the attack’.77 

As Greenwood notes, the principle of discrimination is a compound of three separate principles 
of customary international law: the principle of distinction, the principle of proportionality and 
the requirement to take all feasible precautions.78 It therefore follows that if a particular cyber-
weapon is incapable of being used in a way which enables a distinction to be drawn between 
military targets and civilians or civilian objects, it is inherently indiscriminate and therefore 
unlawful.79 To the extent that a particular cyber-weapon can be deployed to attack a purely 
military objective and its destruction or neutralization provides a defi nite military advantage, 
the use of the malware would comply with the law.80 Malware that cannot be contained 
or controlled and one that may cause injury to civilians or damage to civilian objects will 
constitute a prohibited indiscriminate weapon.81 The proportionality principle which requires a 
balancing of the military advantages to be gained from an attack on a military target against the 
expected civilian harm and damage is even more diffi cult to evaluate for cyber-weapons given 
the interconnectedness of civilian and military networks.82 This means that unless a rigorous 
assessment of the potential unintended consequences is conducted, a legitimate objective of 
attack may result in excessive collateral damage rendering the use of the malware unlawful 
in the circumstances.83 As with the principle of unnecessary suffering, if the use of a cyber-

76 Denning, ‘Obstacles and Options for Cyber Arms Controls’, 7. See also Michael Schmitt, ‘War, 
Technology, and International Humanitarian Law’ HPCR Occasional Paper Series (2005), 55-56. See also 
DoD report As Assessment of International Legal Issues in Information Operations, May 1999, at 45: 
‘there is an obvious military interest in being able to interfere with an adversary’s information systems, 
and in being able to protect one’s own. Used as an instrument of military power, information operations 
capabilities have the signifi cant advantage that they minimize both collateral damage and friendly losses of 
personnel and equipment. Their use may avoid unwanted escalation of a dispute or confl ict’. 

77 Technology, Policy, Law, 19.
78 Greenwood, ‘The Law of Weaponry at the Start of the New Millennium’, 242-243. See also ICRC Study, 

Rule 71.
79 ‘States must never make civilians the object of attack and must consequently never use weapons that are 

incapable of distinguishing between civilian and military targets’; Legality of the Threat or Use of Nuclear 
Weapons, paragraph 78.

80 Article 52(2) of Additional Protocol I requires that attacks are limited strictly to military objectives. 
It further provides that military objectives are limited to those objects which by their nature, location, 
purpose or use make and effective contribution to military action and whose total or partial destruction, 
capture or neutralization, in the circumstances ruling at the time, offers a defi nite military advantage.

81 Article 51(4)(c) of Additional Protocol I defi nes indiscriminate attacks as ‘those which employ a method 
or means of combat the effects of which cannot be limited as required by this Protocol.’ See also Schmitt, 
‘War, Technology, and International Humanitarian Law’ footnote 114.

82 Technology, Policy, Law, 81 and 121-26.
83 ‘…cyberattacks aimed at military computer systems can have unforeseen consequences for civilian 

computers. Dams, nuclear power stations and civilian air traffi c control all need computers in order to 
operate and to stay safe’; ‘Cyber warfare and IHL’ ICRC comment of 16 August 2011. For examples, see 
Schaap, ‘Cyber warfare operations’, 159.
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weapon can secure the same objective as one involving the use of a kinetic weapon, it may 
well be the case that LOAC’s obligation to take precautions in attack requires the State to the 
use of the former means because the risk of collateral damage and incidental injury would be 
considerably lower.84

Although the primary concern of this paper is with the law of weaponry and the means and 
methods of warfare, some comment is merited in respect of the rules on targeting. Although 
often confl ated, because the principles that form the basis of a judgment as to whether a 
particular weapon or its use complies with the principle of discrimination are also relevant in 
respect of targeting, these two topics address separate questions. Be that as it may, discussions 
involving cyber-weapons consistently prompt two inter-related questions: the fi rst concerns 
dual-use facilities; the second, whether the critical infrastructure of a State should be immune 
from a cyber-attack. The law regarding the former is fairly well settled since the question of 
targeting dual-use facilities is not unique to cyber-weapons.85 Dual-use targets are understood 
as those that are used for both military and civilian purposes, as for example, power plants, 
oil and gas facilities, railroad and other transportation systems. In the digital age, this list 
has expanded to include, for example, computer networks of certain research facilities, air 
traffi c control networks regulating both civilian and military aircraft, computerized civilian 
logistics systems upon which military supplies will be moved, electronic grid control networks, 
communications nodes and systems including satellite and other space-based systems.86 For 
an object to qualify as a military objective, the target must ‘make an effective contribution’ 
to the enemy’s military action; in other words, its destruction must provide a defi nite military 
advantage to the attacker.87 The phrase ‘make an effective contribution’ is broad in scope 
and does not limit targets to only military objectives but to objects that make an effective 
contribution to the military; such objects may concurrently be of vital interest to the civilian 
population, as the examples above illustrate. However, before the target can be attacked, a 
proportionality test must be applied to ensure that the collateral damage to civilians or civilian 
objects is not excessive in relation to the concrete and direct military advantage anticipated.88 

In a digitalized age, not only has there been an unprecedented increase in the number of potential 
targets that are dual-use in nature, but because networks are so interconnected, the resultant 
harm of an attack using malware is potentially enormous. Complying with existing LOAC 
rules that extend protected status to an area, or personnel or infrastructures will in practice be 
more diffi cult to observe since the interconnectedness of contemporary global society makes 
isolating specifi c interests that much more testing. For example, modern hospitals are ‘highly 
networked facilities, dependent on telemedicine, and continuous retrieval of geographically 
remote information that is most likely stored in a data center that also houses other industrial 

84 Article 57(2)(a)(ii) of Additional Protocol I requires those who plan or decide to pursue an attack to ‘take 
all feasible precautions in the choice of means and methods of attack with a view to avoiding, and in any 
event to minimizing, incidental loss or civilian life, injury to civilians and damage to civilian objects.’

85 For example, see Lawrence Greenberg, Seymour Goodman, Kevin Soo Hoo ‘Information Warfare and 
International Law’ National Defense University Press (1998) 12 and 37.

86 Schapp ‘Cyber warfare operations’ 156.
87 Article 52(2) of Additional Protocol I defi nes military objectives as ‘limited to those objects which by their 

nature, location, purpose or use make an effective contribution to military action and whose total or partial 
destruction, capture or neutralization, in the circumstances ruling at the time, offers a defi nite military 
advantage’.

88 Article 51(5)(b) provides that an indiscriminate attack is one which ‘may be expected to cause incidental 
loss of civilian life, injury to civilians, damage to civilian objects, or a combination thereof, which would 
be excessive in relation to the concrete and direct military advantage anticipated’.
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and administrative data, and possibly even defense-related data.’89 If such facilities are 
considered dual-use because they store defence-related data that is considered to make an 
effective contribution to the military action, would its destruction by the release of malware be 
lawful as long as the proportionality rule was satisfi ed? This has led some to suggest that certain 
critical infrastructures that are reliant on networks for their effective performance should be 
designated as immune from attacks by cyber-weapons.90

This cursory and partial91 examination of existing LOAC rules suggests that the advent of the 
‘cyber-weapon’ does not render the law obsolete. Nevertheless, as observed, ‘applying pre-
existing legal rules to a new technology raises the question of whether the rules are suffi ciently 
clear in light of the technology’s specifi c – and perhaps unprecedented – characteristics, as well 
as with regards to the foreseeable humanitarian impact it may have.’92 Since malicious codes 
are designed to have different – and sometimes multiple – intended objectives, distinguishing 
between exploitation, intelligence-gathering, disruptions and conduct that is the prelude to 
something more serious will be challenging at best.93 It may prove impossible to detect the 
existence of an armed confl ict; destructive action including corruption, manipulation, or direct 
activity that threatens to destroy or degrade networks or connected systems may amount to use 
of force but it is unlikely to be regarded as an armed attack unless the outcome results in loss 
of life, injury and damage. But by contrast to an equivalent kinetic attack, the perpetrator may 
be diffi cult to identify since malware is often routed through servers in different countries. 
Perhaps more than any other domain of warfare, the unintended consequences in this new 
domain are the most troubling – both in respect of mistaken attribution and the level of harm 
that the deployment of a particular malware may infl ict on the civilian population. While a 
cyber-weapons treaty or code of conduct will clearly not address all the most pressing issues 
pertaining to cyber warfare, it may assist in resolving some.  

89 Karl Frederick Rauscher and Andrey Korotkov, ‘Working toward rules for governing cyber confl ict’ 
EastWest Institute (2011) 22.

90 One problem that would fi rst need to be overcome is that there is no consensus on what comprises the 
critical infrastructure. One defi nition is provided in the US Patriot Act, Section 1016(e), October 2001 
which states: ‘[…] systems and assets, whether physical or virtual, so vital to the United States that 
the incapacity or destruction of such systems and assets would have a debilitating impact on security, 
national economic security, national public health or safety, or any combination of those matters’; cited by 
Rauscher & Korotkov, ‘Working toward rules for governing cyber confl ict’, 12.

91 Issues that are not addressed in this paper include for example the protection of the environment, perfi dy, 
neutrality.

92 ‘International Humanitarian law and New Weapon Technologies’ Keynote address by Dr Jakob 
Kellenberger, ICRC, 34th Roundtable on Current Issues of International Humanitarian Law, San Remo, 
8 September 2010. See also United States Department of Defense Cyberspace Policy Report: A Report to 
Congress Pursuant to the National Defense Authorization Act for Fiscal Year 2011, Section 934, November 
2011, 8 which also concludes that ‘the principled application of existing norms must be developed’ to ‘to 
clarify the application of norms and principles of customary international law to cyberspace’.

93 Technology, Policy, Law at 116. See also 2011 DOD strategy 9 on different categories of activities.
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5. TENTATIVE CONCLUSIONS 
AND A POINT OF DEPARTURE

The prospect of a cyber arms control treaty cannot be dismissed outright since such treaties are 
always the product of a political choice governed by ever-changing priorities and perceived 
vulnerabilities. Once thought beyond effective proscription, mounting concerns over the 
horizontal proliferation of chemical weapons combined with the recognition by both the US 
and Russia that they did not need to retain their chemical weapons stockpiles following the 
Cold War culminated in the CWC. 

That there is now greater willingness among States to enter into a dialogue on the implications 
of this new technology to armed confl ict is to be welcomed. Where disagreement still persists 
is on the objectives that are being sought. For those that champion an arms control treaty, the 
critical question is whether there is any compelling reason why this particular weapon should be 
prohibited? As inferred above, the historical reasoning upon which other arms control treaties 
have been successfully negotiated and implemented have little bite. This is because in contrast 
to kinetic weapons, cyber-weapons are relatively inexpensive and widely accessible to non-state 
actors; the identity of the originating party behind a signifi cant cyber-attack can be concealed 
with relative ease compared to that of a signifi cant kinetic attack; it would be impossible to 
destroy all copies of the malicious code which may be stored in countless digital devices across 
the globe; and an effective inspection or verifi cation mechanism is unlikely to materialise. 
Moreover, by contrast to other weapons that command public condemnation because they 
appear unambiguously indiscriminate or infl ict unnecessary suffering, cyber-weapons are often 
regarded as a panacea that can achieve precisely the opposite: sanitize warfare and even prevent 
the use of kinetic force. Thus, rightly or wrongly, there is little public appetite to support a total 
ban.                   
 
In March 2009 Vladislav P. Sherstyuk, Deputy Secretary of the Russian Security Council, 
raised the possibility of a treaty to ban States from secretly embedding malicious codes or 
circuitry that could be later activated from a distance in the event of war. This comment raises 
an interesting question as to what constitutes a cyber-weapon, a question that I have attempted 
to answer above. However, if malware can be implanted that completely debilitates the armed 
forces of a State from resorting to kinetic force and does so without causing any casualties or 
damage, is such a device a weapon as understood under LOAC? The Stuxnet virus may have 
violated the principle of non-intervention and prohibition on the use of force but was its use 
governed by LOAC? 

Such questions would probably not be answered by any multi-lateral agreement or code of 
conduct but a formal agreement of some form would provide a valuable framework within 
which to facilitate direct communication between States particularly in times of tension or 
crisis. The most serious threat that cyber space has engendered is the potential for armed confl ict 
as a consequence of mistaken identity or alternatively, a misinterpretation as to intention.94 The 
similarities between a cyber-attack and cyber exploitation mean that a targeted party may not 

94 ‘After a call for a US-Russian bilateral high-level cyber security working group from Moscow in February 
2011, US and Russian Delegations met in June with the goal of ‘preventing misunderstanding and 
inadvertent escalation of cybersecurity incidents’; Joshua McGee, ‘US-Russia Diplomacy – the ‘Reset’ of 
Relations in Cyberspace’ Center for Strategic & International Studies, 5 August 2011 available at http://
csis.org/blog/us-russia-diplomacy-reset-relations-cyberspace.
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95 Denning 2010; see also National Research Council, Letter report for the Committee on Deterring 
Cyberattacks: Informing Strategies and Developing Options for U.S. Policy, 25 March 2010, 3. 
‘Cyberattack and cyber exploitation are technically very similar, in that both require a vulnerability, access 
to that vulnerability, and a payload to be executed. They are technically different only in the nature of the 
payload to be executed. These technical similarities often mean that a targeted party may not be able to 
distinguish easily between a cyber exploitation and a cyberattack.’

96 National Research Council, Letter report for the Committee on Deterring Cyberattacks, 21.

be able to distinguish between the two raising the risk of unwarranted or misinformed decisions 
in response.95 This is compounded by the very nature of cyberspace such that there is now a 
need for more rapid responses creating higher levels of risk that a mistake will occur. A formal 
agreement may assist in addressing this problem possibly through a procedural mechanism 
or through the creation of an independent technical body that would assist with identifying 
sources of attack. A multi-lateral agreement would contribute to confi dence-building, create 
an opportunity for States to affi rm the applicability of LOAC principles and rules to cyber 
warfare and allow for the articulation of new norms should they be required. Such an agreement 
would also present an ideal opportunity to clarify the cyber lexicon and potentially allow for 
agreement to prohibit the use of cyber-weapons against critical infrastructures including for 
example, national power grids, fi nancial markets or institutions, air traffi c control systems.96 

The modern law of armed confl ict is founded on clearly delineated boundaries both conceptual 
and real. This vision of the world and the laws that were constituted upon this vision are now 
being challenged by cyber-space that thrives on the absence of boundaries. By their very 
properties, cyber-weapons are forcing us to re-evaluate our pre-conceptions about the nature 
of space, how we order our world, and the values which we most seek to preserve, not least in 
times of confl ict.
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Internet as a CII - A 
Framework to Measure 
Awareness in the
Cyber Sphere

Abstract: With the increasingly vital role that the Internet plays in the personal lives of people 
across the world, Internet services have proliferated to such a degree that the Internet now 
equals countries’ critical infrastructures in importance. In fact, some countries include Internet 
services in their legal framework for critical-infrastructure protection (CIP). In this paper, we 
take the view that the level of awareness and susceptibility to cyber attack can be measured by 
the level of maturity and development of the internet infrastructure of a country.
Using publicly available metrics, this study quantifi es critical levels of Internet infrastructure 
across countries and proposes the cyber-attack susceptibility (CAS) index based on Internet 
usage, online services rendered, telecommunication infrastructure, and the human information-
technology capital of each measured country. The information is used to further examine 
potential correlations between a country’s critical Internet-infrastructure level and the country’s 
ability to deal with cyber threats and the steps already taken by several high scoring countries 
in order to defend against attacks on Critical Infrastructure.

Keywords: Internet; critical infrastructure; e-government

1. INTRODUCTION

Over the last decade, the logarithmic scale of technology change has brought us into the 
information age in full force. One of the phenomena that this age has ushered in is the constant 
threat of cyber attacks - malicious attacks against computers and computer users. We are also 
witness to organized efforts by countries to develop the capability to attack other countries in 
the cyber sphere for the purpose of information gain or sabotage. This environment has led to 
the coining of the term critical-information infrastructure, an infrastructure that sustains life 
and must be defended against cyber attacks.
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One of the biggest drivers of this was the creation and widespread proliferation of the Internet. 
Looking at data on global information and technology (ICT) developments [1], we can see 
constant growth in Internet and mobile-cellular telephone subscriptions over the 10-year period 
ending in 2011 (Figure 1). 

FIGURE 1. GLOBAL ICT DEVELOPMENTS, 2001-2011.

Moreover, the increase in Internet access is occurring not only in developed countries but also 
in developing countries [2] (Figure 2). As the latter race ahead with an ever greater number of 
Internet connections while disregarding issues such as proper infrastructure development and 
security, these countries’ ability to protect critical infrastructure inside their borders is reason 
for concern.

FIGURE 2. INTERNET USERS BY LEVEL OF DEVELOPMENT1, 2006-2011. 

1 The classifi cation of countries as developed or developing has been taken from the UN M49 standard. 
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FIGURE 3. INTERNET USERS PER 100 INHABITANTS, 2001-2011 [3]

But even more worrisome than the possibility of a cyber attack against critical infrastructures 
is that the Internet itself, we believe, has become a critical infrastructure of sorts. Somewhere 
in the rapid process of Internet development, some countries have become dependent on the 
Internet for providing a myriad of their services, such as e-government services, online banking, 
health services, life-saving instructions, and messages to the public. 

This paper examines the Internet as a critical infrastructure, discusses levels of Internet 
connectivity and the provision of Internet-based services as meaningful indicators of the 
Internet as a critical infrastructure, and proposes a new framework for measuring countries’ 
susceptibility to cyber attacks.

2. CYBER-ATTACK SUSCEPTIBILITY (CAS) INDEX

The cyber-attack susceptibility (CAS) index, as proposed by the authors of this paper, is 
composed of four indicators that help one gauge the level of Internet development in a country:

• The percentage of a country’s population that uses the Internet. This indicator is based on 
fi gures from ITU (International Telecommunications Union) and other online sources [4]. 

• Online service index. The United Nations E-Government Survey 2010 explains that 
“to arrive at a set of online service index values, the UN’s research team assessed each 
country’s national website as well as the websites of the ministries of education, labour, 
social services, health and fi nance….Among other things, the national sites were tested for 
a minimal level of Web content accessibility” [5].

• Telecommunication infrastructure index. This index is defi ned as “a composite of fi ve 
indicators: number of personal computers per 100 persons, number of Internet users 
per 100 persons, number of telephone lines per 100 persons, number of mobile cellular 
subscriptions per 100 persons and number of fi xed broadband subscribers per 100 persons” 
[5].

• Human capital index. The United Nations E-Government Survey 2010 describes this index 
as “a composite of two indicators: adult literacy rate and the combined primary, secondary, 
and tertiary gross enrollment ratio” [5].
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The online service index, telecommunication infrastructure index, and human capital index are 
used in the formula for the United Nations e-government development index (EGDI) [5]:
 
EGDI = (0.34 • online service index) + (0.33 • telecom.infra.index)
  + (0.33 • human capital index)

The CAS index score is the mean of the EGDI and the percentage of a country’s population that 
is connected to the Internet:
 
CAS index =

The four indicators (the percentage of a country’s population that uses the Internet, the online 
service index, the telecommunication infrastructure index, and the human capital index) together 
give an idea of the degree to which a country’s public participates in the Internet, the level of 
the country’s governmental investment in Internet infrastructure and the technological literacy 
of the people, and the level of service that the country provides online. In other words, these 
indicators show the level of a country’s Internet development and the reliance of its populace 
on Internet services. 

The downside of a high level of connectivity and online services is that the latter are targets of 
cyber attacks. By this reasoning, countries that have a high CAS score are more susceptible to 
an attack that can leave the populace with a degraded Internet connection or none at all and that 
can result in a state of denial of service, the manipulation of content, or the theft of sensitive 
data.

3. CAS SCORES BY REGION

Table I lists the CAS scores by region and, in each region, the countries with the highest scores 
and the countries with the lowest scores. 

TABLE I: CAS SCORES BY REGION

Not surprisingly, as can be seen in Table I and Figure 4, the regions that have the highest 

EGDI + % of population connected to Internet

2

Region

Africa

Asia

Oceania

Europe

Middle East

N. America

S. America

Mean
CAS Score

0.17

0.33

0.35

0.62

0.41

0.49

0.36

Variance

0.079

0.188

0.283

0.138

0.175

0.171

0.114

Highest-Scoring Countries

Tunisia, Mauritius

Rep. of Korea, Singapore

Australia, New Zealand

Norway, Netherlands

Israel, United Arab Emirates

United States, Canada

Argentina, Chile

Lowest-Scoring
Countries

Chad, Niger

Nepal, Afghanistan

Timor-Leste, Papua New Guinea

Albania, Bosnia and Herzegovina

Yemen, Iraq

Haiti, Cuba

Suriname, Nicaragua
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values for the CAS index are North America and Europe, the birthplace of the Internet. North 
Americans, especially in the United States and Canada, have become accustomed to the ongoing 
use of online information and have become reliant on the steady fl ow of information and 
services accessed via the Internet. North America’s score is lower than Europe’s only because 
of countries such as Cuba and Haiti, which are not as developed as the rest of North America; 
these countries also come into play in North America’s higher variance of CAS scores.
 
FIGURE 4. CAS SCORES AND VARIANCE BY REGION

Again not unexpectedly, Africa boasts the lowest CAS score but also has a very low variance, 
indicating that the entire continent has relatively few online services and low rates of Internet 
connection and as such relies less on computers and Internet-based communication for everyday 
tasks and critical infrastructures.

Perhaps the most interesting region is Asia: one Asian country is among the 10 countries with 
the highest CAS index scores (Table II and Figure 5), but some of the countries that are the 
lowest CAS scorers are also in Asia (Table I). These two extremes result in a very high variance 
value (0.188) but can perhaps also affect the ability of Asian countries to cooperate as a region 
in the combating and mitigation of cyber threats.

TABLE II: TOP CAS-SCORING COUNTRIES AND THEIR COMPONENT INDEXES

Country

Norway

Netherlands

Republic of Korea

Sweden

Denmark

United Kingdom

United States

Canada

Iceland

Australia

CAS Score

0.88

0.85

0.84

0.84

0.82

0.82

0.81

0.81

0.80

0.79

Online
Services 

0.2504

0.231

0.34

0.1792

0.2288

0.2634

0.3184

0.3001

0.1349

0.2601

Telecommunication 
Infrastructure

0.2254

0.253

0.2109

0.2482

0.2306

0.2364

0.2128

0.2244

0.211

0.1983

Human
Capital

0.3262

0.3257

0.3277

0.32

0.3278

0.3149

0.3198

0.3204

0.3238

0.3278

% of Population 
Connected to 
Internet

0.95

0.89

0.81

0.93

0.86

0.83

0.77

0.78

0.93

0.80
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FIGURE 5. TOP CAS-SCORING COUNTRIES SHOWN WITH THEIR COMPONENT INDEXES

4. BREAKDOWN OF CAS SCORES 
WITHIN EACH REGION2

In Africa as a whole, the percentage of the population connected to the Internet is very low 
(Figure 6). Because the connection rate is below 10 percent for the majority of the countries 
in Africa, the EGDI is the most infl uential component of the CAS score for Africa. The CAS 
scores imply that African countries are not at high risk of cyber attacks.

FIGURE 6. CAS SCORES IN AFRICA

2 For the actual CAS index scores of all the countries listed in this section, see the appendix. 6 Council of 
Europe. 2001. Council of Europe - ETS No. 185 - Convention on Cybercrime, [Online]. Available: http://
conventions.coe.int/Treaty/en/Treaties/html/185.htm.
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Asia is defi ned by a very large gap between the countries with the top four scores (the Republic 
of Korea, Singapore, Japan, and Malaysia) and the rest of the countries in the region (Figure 7). 

FIGURE 7. CAS SCORES IN ASIA

Cyber attacks are not only a greater threat in the top four countries of Asia, but these countries 
also have some of the most extensive programs in the world to deal with cyber threats, whereas 
the rest of the region is not as well positioned to handle such threats.

The situation in Oceania is similar to that in Asia: the top two countries (Australia and New 
Zealand) are much more advanced in Internet connectivity and online services than the rest of 
the region (Figure 8). 

FIGURE 8. CAS SCORES IN OCEANIA
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Europe has relatively high CAS scores across the region (Figure 9). There is a clear distinction 
between the northern part of Europe, which includes Scandinavia and western European 
countries such as Germany, the United Kingdom, and France and occupies the upper part of the 
CAS score table, and the southern and eastern parts of Europe, which occupy lower positions 
in the table.
 
FIGURE 9. CAS SCORES IN EUROPE

All in all, the comparatively even spread of the CAS scores in Europe enables European 
countries to more easily arrive at a better understanding regarding cyber threats and build 
regional structures, such as ENISA3 (the European Network and Information Security Agency) 
and the Council of Europe Convention on Cybercrime [6], for facilitating cooperation and 
collaboration in the cyber sphere.

The scores of the countries in the Middle East demonstrate a clear division between the Persian 
Gulf States, Saudi Arabia, and Israel, on the one hand, and the rest of the region’s countries, on 
the other (Figure 10). 

3 http://www.enisa.europa.eu/
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FIGURE 10. CAS SCORES IN THE MIDDLE EAST

Except for Israel, the United Arab Emirates, and Qatar, the CAS scores are infl uenced more by 
the EGDI scores than by the percentage of the population that is connected to the Internet, as 
clearly exemplifi ed by Bahrain. These scores indicate that fewer people are connected to the 
Internet but the level of service that they obtain is quite good. 

North America, like Asia, boasts a wide range of CAS scores (~0.2-~0.8), but unlike the graph 
for Asia, the North American curve slopes at a relatively steady rate (Figure 11). 

FIGURE 11. CAS SCORES IN NORTH AMERICA
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Canada and the United States are the most dominant countries in the region and are also 
dominant globally. Both exhibit very high EGDI scores and a high percentage of the population 
connected to the Internet. 

Other than Africa, South America is the least connected region in the world, with a very low 
percentage of the population connected to the Internet (Figure 12). However, the slope of the 
South American EGDI curve is unusually mild; there is only a small difference between the 
value for the country with the lowest EGDI score (Suriname) and the value for the country with 
the highest EGDI score (Colombia).
 
FIGURE 12. CAS SCORES IN SOUTH AMERICA

5. OVERVIEW OF CIP SCHEMES 
IN HIGH CAS-SCORING COUNTRIES

In this section, we review the critical-infrastructure protection (CIP) schemes of the seven 
countries with the highest CAS scores to demonstrate how countries that are at high risk of 
cyber attacks deal with such threats.

A. Norway

In Norway, the Ministry of Justice has overall responsibility for critical-infrastructure 
protection [7], with NorCERT as a supporting function for incident response. The Norwegian 
CIP commission’s report identifi es two types of systems to be protected. The fi rst—critical 
infrastructure—includes “electrical power, electronic communication, water supply and 
sewage, transport, oil and gas, and satellite communication” [8]. The second covers “critical 
societal functions,” which include “banking and fi nance, food supply, health services, social 
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services and social security benefi t, the Police, emergency and rescue services, [and] crisis 
management” [8]. The report also indicates additional critical societal functions—“Parliament 
and government, the judiciary, Defence, Environmental surveillance and waste treatment” [8] 

—which were not examined by the commission. 

B. The Netherlands
In 2005, the government of the Netherlands conducted a risk analysis that demonstrated the 
need to increase the protection of critical infrastructure [9]. As a result, the National Advisory 
Center on Critical Infrastructure (NAVI) was formed. With the establishment of the Center 
for the Protection of Critical National Information Infrastructure (CPNI.nl), NAVI’s roles and 
responsibilities were transferred to that organization. Currently, critical infrastructure in the 
Netherlands is divided into twelve sectors: energy, telecommunications and ICT, drinking 
water, food, health, fi nance, surface water management, public order and safety, legal order, 
public administration, transport, and the chemical and nuclear industries [10].

C. Republic of Korea
Korea passed the Act on Information and Communications Infrastructure Protection in 2001 
to establish a framework for the protection of highly sensitive networks in the country [11]. 
The supervision of critical-infrastructure protection is conducted by the Information and 
Communication Infrastructure Protection committee [12], which guides the various government 
ministries and agencies that handle the day-to-day protection of the critical infrastructure within 
their purview.

D. Sweden
According to a study by Germany’s Federal Offi ce for Information Security (BSI), Sweden’s 
“critical infrastructure protection has been integrated into the general complex of national 
defense. Critical infrastructure protection is viewed as a combination of information assurance, 
critical infrastructure protection, defensive information operations and defensive information 
warfare” [13]. Instead of establishing one organization to be in charge of critical infrastructure 
protection, Sweden has divided the responsibilities among the Swedish Emergency Management 
Agency (SEMA), the Technical Competence Centre (TCC), and GovCERT.

E. Denmark
Denmark handles critical infrastructure through two bodies, the Danish Emergency Management 
Agency (DEMA) and GovCERT [14]. DEMA conducts risk analysis on an ongoing basis, 
and GovCERT, which belongs to the Ministry of Defence, is in charge of incident response 
assistance to selected critical-infrastructure owners [15].

F. United Kingdom
On February 1, 2007, the UK formed the Centre for the Protection of National Infrastructure 
(CPNI) from a merger of the National Infrastructure Security Co-ordination Centre (NISCC) 
and the National Security Advice Centre (NSAC). CPNI is responsible for providing “integrated 
security advice […] to organizations which make up the national infrastructure” [16]. CPNI is 
in charge of the protection of nine national infrastructure sectors: communications, emergency 
services, energy, fi nance, food, government, health, transport, and water.
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G. United States
The United States has had a broad critical-infrastructure protection scheme in place since 1996. 
The protection plan was restructured under the Department of Homeland Security (DHS), as 
specifi ed in the Homeland Security Presidential Directive no. 7 (HSDP-7) in 2003. Each of the 
protected sectors is under a sector-specifi c agency, and each agency has established a policy that 
addresses the various issues of the sector. The sectors that are under protection are agriculture 
and food; banking and fi nance; chemical; commercial facilities; communications; critical 
manufacturing; dams; the defense industrial base; education facilities; emergency services; 
energy; healthcare and public health; information technology; national monuments and icons; 
nuclear reactors, materials, and waste; transportation systems; and water.

6. THE CAS INDEX “TIPPING POINT” MODEL

It is our opinion that by using the CAS index, one can construct a model that indicates the 
“tipping point”—the point at which nations realize that they are susceptible to a critical threat 
of cyber attacks. A quick survey of the data presented earlier makes clear that no country with a 
CAS index below 0.21 has a scheme in place for critical-infrastructure protection. The country 
with the lowest CAS score that has a well-structured critical-infrastructure plan is India, which 
is anomalous because of the low percentage of its population, especially in rural areas, that 
is connected to the Internet (7 percent nationwide). On the other hand, all of the countries 
with a CAS score above 0.61 boast a working plan for critical-infrastructure protection, with 
Andorra as the fi rst country without such a plan. Because of its size, Andorra might not need 
a comprehensive plan to combat cyber threats. The next country in the list without a critical-
infrastructure protection plan is the Bahamas, with a score of 0.47, bringing us much closer to 
India’s 0.21 score.

7. CONCLUSIONS

As the data show, the use of the Internet and technology is spreading across the globe. Developing 
countries are among the nations that are increasing their Internet connectivity at the fastest rates 
in the world. Along with technological advancement and Internet connectivity comes the threat 
of cyber attacks against critical infrastructure and hence the need for a framework to measure 
the susceptibility of countries to cyber attacks.
 
The CAS index framework can be used for numerous applications, from research to commercial 
to defense purposes, with more to come. In the future, we intend to expand our research to 
establish a solid mathematical “tipping point” model and hope that other researchers will use 
this framework for further investigation.
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actions in cyberspace?” has been hotly debated over the last few years. Stories of massive 
intellectual property theft and identity theft cases have surfaced in the Western news spurring 
several seminars and writings on the subject. Unfortunately, the discussion to date has not 
moved us effectively toward a comprehensive framework for building a coercion strategy. 
Most importantly, the debate has failed to accurately characterize the coercion challenge. In 
most cases confronting developed nations, the more pressing issue is not deterring an actor 
from choosing to conduct hostile intrusions in cyberspace but compelling the actor to stop 
conducting intrusions that already have been highly successful. Accurately recognizing the 
existing dynamic changes coercion calculations in several ways, such as the signifi cance of 
positive attribution – an important component of coercion theory. Although the proposed 
coercion strategy framework in this paper will necessarily be less than comprehensive, one 
important outcome will be that the issue of unequivocal attribution may not be as critical as 
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1. INTRODUCTION

The question of cyber deterrence, or “What and how do you deter malicious actions in 
cyberspace?” has been hotly debated over the last few years. Stories of massive intellectual 
property theft and identity theft cases have surfaced in the Western news spurring several 
seminars and writings on the subject. Unfortunately, the discussion to date has not moved us 
effectively toward a comprehensive framework for building a coercion strategy. In fact, authors 
since the mid-1990s have been arguing that traditional deterrence theory is diffi cult to apply 
to current cyber threats (Alperovitch 2011; Harknett 1996; Libicki 2009). However, the debate 
continues because policy-makers remain unable to fi nd effi cacious answers to persistent, and 
immediate, threats in the domain. The aim of this paper is to advance the discussion forward 
by using a different perspective on coercion. Most previous writings have focused on the 
diffi culties of applying traditional deterrence theory to the domain, such as the challenges to 
determining attribution. Most importantly, the debate has failed to accurately characterize the 
coercion challenge. In most cases of cyber confl ict confronting developed nations today, the 
more pressing issue is not deterring an actor from choosing to conduct hostile intrusions in 
cyberspace but compelling them to stop conducting intrusions that already have been highly 
successful.

Accurately recognizing the existing dynamic changes coercion calculations in several ways. 
For example, it may alter the importance of positive attribution—an important component 
of coercion theory. To provide a different perspective on the signifi cance of attribution, this 
paper proposes a cyberspace coercion framework that draws on insights from Schelling (1966), 
and modeling by Byman, Waxman, and Larson (1999) of RAND. The model by Byman et al. 
identifi es a continuum of policy objectives, from deterring an actor from intruding in systems 
connected through cyberspace, to one of forcing an actor to stop threatening intrusions and 
remove malware implanted in critical infrastructure. Based on these objectives, the paper will 
highlight the relative importance of emplacing strong defenses, communicating retaliatory 
actions, achieving attribution, and executing effective responses to successful intrusions. It 
will build on the author’s previous work (Hare 2010) regarding international cyber security 
dynamics to explore effective ways to “ratchet up the pain” necessary to compel actors to 
change their behavior in the domain. The goal of the paper is to revisit the issue of attribution 
through this framework and re-assess the importance of positive attribution. Though this 
proposed framework will necessarily be less than comprehensive, one important outcome 
will be to reveal that the issue of unequivocal attribution may not be as critical as previously 
suggested by many authors.

Before making the argument for a more appropriate coercion framework, I will establish a 
defi nition for the concept of national security in cyberspace that focuses the discussion on 
issues regarding international security relations. Thereafter I will provide a short review of the 
attribution problem in cyberspace as it is currently portrayed in the literature. This review will 
be followed by my argument on the need for a new coercion model for cyberspace. Using the 
new coercion model, I posit three potential coercive measures that will provide the opportunity 
to reassess the attribution problem. The paper concludes with points policy-makers should 
consider regarding attribution, given this new analysis framework.
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2. THE CYBERSPACE THREAT 
TO NATIONAL SECURITY

In this section, I establish a defi nition for the concept of national security in cyberspace. This 
defi nition bounds the cyber security problem to security issues between nation-states. Using 
Buzan’s (1991) concept of securitization and previous work by this author (Hare 2011), I fi rst 
specify the public good of national security as, “that state in which the public of a nation is not 
threatened by something, or someone, that poses an existential threat.”1 

There are two primary ways this state of being can be threatened through cyberspace by 
adversarial nations and other malicious actors. First, a nation can suffer a threat from intrusions 
through cyberspace by either state or organized non-state actors against government, and select 
other, information systems to gain knowledge of national security value. Such activity, whether 
conducted by people intercepting bits and bytes of information or using their own eyes and 
ears, is generally considered espionage. Targets of such espionage could include the sensitive 
information systems of defense ministries or contractors that develop major weapons systems. 
Successful attacks would allow an adversary to counter a wide-array of national defense 
measures and they could justify governments using extraordinary measures to thwart such 
attacks, such as calls for increased deterrence options. 

Second, a nation can suffer an existential threat from attacks and infi ltrations through cyberspace 
by either state or organized non-state actors to degrade or disrupt critical infrastructure systems, 
both privately and publicly owned. For example, emplacement of malware and other disruptive 
software in the control systems used in the energy, transportation, or telecommunications sector 
could endanger many lives directly or thwart physical actions intended to defend national 
interests. Successful intrusions or attacks could also have a signifi cant economic impact or 
cause a loss of life, and therefore again justify extraordinary counter-measures. Adding these 
two criteria to the defi nition of national security redefi nes the defi nition of the public good of 
national cyber security as the state of being in which the populace, governing institutions, and 
critical infrastructure are not threatened by:

• Attacks and intrusions through cyberspace, by either state or organized non-state 
actors, against government and select other information systems to gain knowledge 
of a national security value, or

• Attacks and intrusions through cyberspace, by either state or organized non-state 
actors, against critical infrastructure systems to degrade or disrupt such systems and 
cause a national security crisis.

This defi nition provides policy-makers with boundaries within which to develop a potential 
coercion strategy. An important component of this defi nition is the list of malicious actors 
against which a coercion strategy can be directed. Specifi cally, coercive actions would be taken 
to infl uence actors under direct control of the state or those acting with at least the tacit approval 
of the state. This second category could include paramilitary organizations, and contractors 
(Lewis 2011). In either case, state institutions of the adversary regime must be able to infl uence 

1 Signifi cant portions of this section are adapted from The Interdependent Nature of National Cyber 
Security: Motivating Private Action for a Public Good (Hare, 2011). For a more in depth discussion of the 
concepts in this section, please refer to this work.
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both the action and inaction of the malicious actor. In other words, if coercion measures 
implemented by a threatened nation-state are to be successful, they must be directed at the 
authorities of the adversary nation who, in turn, must be able to exert their sovereign powers 
within their own territory. Actors such as patriotic hackers, criminals, and terrorists are much 
more diffi cult to coerce, as they are less susceptible to national power. However, since they 
seldom engage in the activities contained in the above defi nition of national cyber security, they 
are also a less signifi cant threat to a nation’s sovereignty (Lewis 2011).2 With the problem thus 
bounded, I will now return to the calculus of coercion as it pertains to this domain.

3. THE CALCULUS OF CYBER COERCION

As mentioned in the introduction, several seminars and writings have been dedicated to a 
discussion of deterrence in cyberspace. Most have addressed the diffi culties of applying 
deterrence theories in this domain, and many have focused on the challenges of achieving 
conclusive attribution of the malicious actors. For example, in his book Cyberdeterrence and 
Cyberwar, Libicki (2009) defi nes cyberdeterrence as an in-kind deterrence against attacks 
through cyberspace (p. 34). Using this defi nition, he highlights several issues that make such 
a strategy diffi cult to implement. His fi rst question is, “Do we know who did it?” (p. 41). This 
is, of course, the issue of attribution. In his opinion, the victim must be able to convince third 
parties that the attribution is correct and, more importantly, the attacker must be convinced that 
the act will be correctly attributed to them. Libicki provides several examples of the diffi culties 
in achieving conclusive attribution, based on the anonymity provided by the structure of the 
Internet and the indirect ways packets can be routed to their eventual targets.

Libicki (2009) even questions the idea that the benefi ciary of an action would be its most likely 
instigator (i.e., cui bono), in that there are often many parties that could benefi t from an attack. 
For example, several nations would be interested in intellectual property information from 
more advanced nations, and armed with this fact alone, it would be diffi cult to determine which 
nation had been responsible for a theft of intellectual property. Libicki also raises the possibility 
of false fl agged operations being conducted to divert attention away from the malicious actor. 
Finally, he raises the practical concern that actions taken to demonstrate conclusive attribution 
to the international community or directly to an accused attacker will do nothing more than 
instruct the attacker on how to hide their activities more effectively. Clark and Landau (2010), 
in a paper specifi cally devoted to the challenge of attribution, state that “attribution is central 
to deterrence [...] [and] retaliation requires knowing with full certainty who the attackers are” 
(p. 25). With this imperative, the reader is left to assume that no deterrence strategy, whether 
intended to combat crime or defend a nation, can be effective without positive attribution.

Boebert (2010) breaks attribution down into technical and human components then discuss the 
barriers to achieving either forms, such as the proliferation of botnets and onion routing. He 
likens the problem of human attribution to that faced by any law enforcement agency that tries 
to solve a crime based on ballistic evidence. How do we prove who was at the keyboard at the 
time of an attack even if we identify the offending machine (Boebert 2010)? These authors and 
others have identifi ed additional challenges to a successful deterrence strategy. Examples of 
other problems with deterrence in cyberspace include the diffi culty of communicating a credible 

2 A notable exception could be the events in Estonia in 2007 that will be discussed in this paper.
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threat, the lack of clear red lines, and the risks of targeting innocent third parties with automatic 
responses (see Alperovitch 2011; Clark & Landau 2010; Harknett 1996; Libicki 2009; Lukasik 
2010; Taipale 2010). With all of these challenges to a developing a robust deterrence policy, it 
is time to reassess the coercion problem in the cyber domain. 

As the above review has shown, cyberspace presents many challenges when applying traditional 
deterrence theory. Nonetheless, the pressure to discuss deterrence in cyberspace has driven us 
to keep raising the attribution issue since it is perceived to be so critical to deterrence. To 
provide another perspective on attribution, I argue that we need to take different look at the 
problem of coercion: Is the problem really one of deterring an adversary from attacking us in 
cyberspace or is it a problem of compelling them to stop threatening intrusions that have thus 
far been very successful? There have been at least three instances of successful intrusion events 
that would support considering a different perspective. 

The fi rst such event was a broad intrusion set known as Ghostnet, which was fi rst discovered 
by researchers in March 2008 and appeared to be continuing more than a year later (Deibert 
and Rohozinski, 2009). While the motivation and identity of the perpetrators has yet to be 
conclusively determined, the intrusion activities clearly targeted the communications systems 
of the offi ce of the Dalai Lama, the Tibetan government-in-exile, and several non-governmental 
organizations affi liated with the Tibetan community (Deibert and Rohozinski 2009). Researchers 
with the Information Warfare Monitor identifi ed an elaborate network of control servers and 
command servers that were being used to deliver and monitor targeted malware and exploit the 
information contained on over 1,000 computers in more than 100 countries. By the time the 
targeted communities discovered what was happening to them, there was no chance of deterring 
the perpetrator from conducting an act of cyber espionage. The problem instead became how to 
prevent the intrusion from continuing.

In 2011, a defense department offi cial in the United States stated that, over the past few years, 
crucial fi les stolen from defense and industry data networks have included plans for missile 
tracking systems, satellite navigation devices, surveillance drones and top-of-the-line jet 
fi ghters (Shanker and Bumiller 2011). Once again, the military offi cial was not aware of a 
potential threat to the critical data systems until the attack was well under way. The intrusions 
that the offi cial is referring to may be continuing without their knowledge. At the very least, the 
intrusions clearly had occurred over an extended period without encountering any appreciable 
resistance. 

Next, consider large-scale, Distributed Denial of Service (DDOS) attacks. In the case of some 
technologically advanced nations that have limited Internet-bandwidth, a DDOS against systems 
such as national banks and government communication systems could pose a signifi cant risk 
to national security. For example, the small European country of Estonia experienced what it 
considered to be a debilitating series of DDOS attacks in 2007. These attacks occurred over 
several days, and there was little advance warning to give the nation’s cyber defenders an idea 
of how broad or successful the attacks would be (Landler and Markoff 2007).3 In this case, 
Estonia had no opportunity to develop, let alone communicate, a deterrent threat to any potential 
adversary. One would expect any potential victim to face this same challenge in deterring any 

3 I would also argue that the sponsoring attackers probably did not know how broad or successful the attacks 
were while they were occurring.
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potential DDOS attack that was not announced in advance. Given that a DDOS attack can be 
launched with virtually no warning and that doing so will greatly improve its effectiveness, 
such attacks can be expected to be used as fi rst-strike weapons by any potential adversary.

Lastly, intrusions on the power grid in the United States have left behind software programs 
that could be used to disrupt the power production network, according to current and former 
national-security offi cials (Gorman 2009). According to a report in the Wall Street Journal, the 
intrusions were not detected immediately by the targeted power companies but by intelligence 
offi cials who identifi ed pervasive espionage within the critical infrastructure sector (Gorman 
2009). One would expect that several incidents similar to the four mentioned here have 
occurred but will remain unreported, due to their implications for national security in the 
targeted countries. A short survey of several government websites indicates that many countries 
are continually encountering intrusion activity on their government information networks (see, 
for example, Australian government n.d.). This success carries a message to hostile actors that 
such malicious activities will continue to be very rewarding, despite any strong rhetoric from 
victims. Based on the four incidents described here, I argue that we should revise the calculus 
of coercion. In so doing, we may fi nd that attribution at the technical or legal level envisioned 
by previous authors may not be as critical as they conclude.

To develop a coercion model applicable to cyberspace based on the above evidence, we should 
take a fundamentally different approach than that taken by previous authors. If the malicious 
actors—adversary nation-states or their non-state proxies—have been conducting successful 
cyber espionage for an extended period of time, have sponsored no-notice DDOS attacks, or have 
already penetrated critical infrastructure control systems, then this author would argue that the 
coercion calculus is very different. The situation many developed countries now face is one that 
has been characterized by Nobel Laureate security strategist Thomas Schelling (1966) as one of 
compellence, not deterrence. According to Schelling, there are important distinctions between 
deterrence and compellence as components of a coercion strategy. The main differences are in 
the timing and the initiative. In a compellence situation, the attacker already has accomplished 
the offending action and the defender must take the initiative to respond, not just sit and wait. 
In other words, “The threat that compels rather than deters often requires that the punishment 
be administered until the other acts, rather than if he acts (Schelling 1966).” The compellence 
action taken must continue, or be believed to continue, until the offender responds favorably. 
There is no longer an ambiguous trip-wire that must be triggered before a threatened response is 
enacted. The line has been crossed, whether or not either party realizes it, and the offender has 
discovered the benefi ts have been worth the risk. The impetus is now on the victim to respond 
with a retaliatory action or assume the increased risk to national security. How much action 
is necessary will only be clear after the offensive behavior has been reversed or reduced to a 
level that is no longer considered threatening. However, in a deterrence situation, the defensive 
picture already has been painted. The adversary need not know the specifi c features of the 
painting, as long as no offensive act is committed. In fact, ambiguity may support deterrence. 
In a compellence situation, the picture must be painted for that specifi c situation and it must 
be clear to the offender what must be done, and by when, for the victim’s coercive response 
actions to cease. 

This simple change to the dynamic creates its own sets of challenges. First, to retain political 
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fl exibility, it is no longer enough to leave the threshold or response ambiguous. The initiating 
party must communicate to the adversary that a retaliatory action is being taken in response to a 
specifi c action that is deemed hostile and is politically attributed to actors under the adversary’s 
control. Whether or not the responsive action is to be initiated immediately, a deadline for 
compliance must be clearly articulated so the offender has no question as to when the offending 
act must cease. Second, not only must the terms be clearly communicated; the communication 
may have to be done in private so the adversary can avoid the appearance of having to back 
down. Inaction is easy to justify in a deterrence situation, as a would-be adversary can always 
claim other reasons for not conducting an action for which a victim threatens retaliation 
(Schelling, 1966). However, in a compellence situation, it is diffi cult for the offender to avoid 
the appearance of bending to the victim’s will if the victim is to successfully infl uence the 
appropriate change in behavior. Third, in a compellence situation, the victim must develop a 
retaliatory action that will be effective and executable but that also can be stopped or reversed; 
otherwise there is no incentive for the offender to cease the offending behavior. Finally, on a 
positive note, if an effective compellence threat can be emplaced before the damage is too great, 
it may help overcome challenges faced in communicating the deterrence threat in the fi rst place 
(Oh, you didn’t know that was bad? Well, now you know, and if you stop, so will I). Given these 
challenges and opportunities, it is extremely important for the policy-maker to understand when 
they are presented with a compellence challenge.

Figure 1, which is adapted from a model produced by RAND researchers studying the use of air 
power as a coercive instrument (see Byman, Waxman and Larson 1999), depicts a framework 
for analyzing the coercion problem in cyberspace.

FIGURE 1. THE COERCION DYNAMIC AND POLICY

This fi gure shows the relationship between deterrence and compellence for achieving policy 
objectives to counter hostile cyber intrusions. The X and Y axes depict the relative weights of 
compellence and deterrence measures that must be taken to achieve exemplary policy objectives 
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presented along the slope of the triangle. For example, if the policy objective is to dissuade 
an adversary from executing threatening actions in cyberspace, then it may be suffi cient to 
communicate to them the potential costs of taking such actions. As argued previously, several 
authors have assessed the many barriers to successfully communicating to the potential attacker 
that the costs of an offensive cyber action will outweigh the benefi ts. At the other end of the 
slope is a pure compellence situation in which the adversary has successfully penetrated and 
gained signifi cant control over critical networks in a target country, or is currently conducting 
(or sponsoring) an effective DDOS attack against a victim’s critical information systems. Up to 
this point, assuming the attack has been attempted, mere communication of the costs clearly has 
been unsuccessful. The only policy choice now available to the victim is to take the initiative to 
induce actual costs on the attacker in such a way that they respond to the counter measures and 
alter their offensive behavior.4 If a victim fi nds itself in a situation where compellence measures 
have successfully removed an adversary from sensitive networks, it will most likely need to 
“keep the pressure on.” A return to the status quo will be no more likely to deter the resumption 
of hostile actions by the adversary than it was before. Therefore, a policy mix must continue to 
induce some actual costs while also threatening the same or even stronger retaliatory measures, 
should the adversary return to exploit critical networks.

There are a few additional considerations I would like to address before proceeding with the 
analysis. First, the opaque nature of actions in cyberspace makes it diffi cult for the defender to 
know how far the attacker has penetrated and, therefore, exactly where they are on the policy 
slope.5 Espionage will exist at some level and in all directions as long as the international 
system exists. If the victim fi nds itself in a situation where it sees that the attacker has penetrated 
to a certain point not viewed as an immediate threat to national security, then the appropriate 
coercion strategy may be a combination of deterrence and compellence measures. Second, 
when confronted with a compellence situation in cyberspace, the greatest policy challenge is 
to identify the appropriate costs or pain to be infl icted on the attacker to make them change 
their behavior in the desired manner (e.g., to get them off the critical networks). If the policy is 
restricted to taking retaliatory actions in cyberspace, then the victim’s options may be limited. 
The counter to this point is that there is value in showing connectedness in response. A response 
that is closely connected in type and degree to the offensive action is easier to communicate to 
the offending party and to justify to an international audience (Schelling 1966). For example, 
launching cruise missiles in response to an act of cyber espionage may result in a proportional 
dollar loss to the offender, but it most likely will not be viewed by many as appropriate or 
suffi ciently linked to the hostile cyber act that provoked the retaliatory measure. Finally, 
improper or poorly articulated goals can lead to a misapplication of pressure through coercive 
actions that will neither achieve desired results nor be measurable in any meaningful way. For 
example, it simply is not possible to stop all malicious actions in cyberspace, at least not with 
existing technology. However, it may be possible to infl uence the malicious behavior of nation-
state actors to a measurable degree. Such a goal may be articulated as compelling the reduction 
of nation-state-sponsored espionage to a level that does not critically threaten national security.

Using the coercion model presented above, the policy-maker in the targeted country can more 
accurately identify where it is situated in the coercion dynamic. In this way, it can show whether 

4 One characteristic of being at this point is that the victim had time to gather evidence of attribution from 
various sources. I will revisit this point later.

5 In the case of a DDOS attack, it may become clear very quickly, or it may not.
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compellence measures are more appropriate than purely deterrent measures, such as establishing 
an already crossed red line. The next step will be to identify what actions in cyberspace the 
alleged offender will perceive as suffi ciently threatening to favorably infl uence their behavior. 
Table 1, also taken from a previous work by the author (Hare 2010), helps to illustrate the types 
of malicious activities that various nation-states may consider most threatening to their national 
security.6

TABLE 1: CYBER THREATS AND TYPES OF NATION STATES

To get us back to the consideration of attribution, I will present two options that may be 
available to a country in the W-W, W-S, and S-S quadrants that is confronted with the challenge 
of compelling an actor associated with an S-W nation-state (bottom-left quadrant) to cease 
hostile cyber actions within the victim nation’s sovereign territory. States in the bottom-left 
quadrant do not exhibit strong socio-political cohesion, and therefore perceive themselves to 
be vulnerable to threats to the idea of the state (legitimacy of the regime), its institution, and 
even its territorial integrity (Buzan 1991).8 I will also discuss one option to be considered by 
a W-W, or W-S country (e.g., small European nations), when specifi cally confronted with a 
DDOS attack.

Option 1: Aggressive Engagement in International Forums
The fi rst policy option could be a strong push via international forums for free and anonymous 
access to cyberspace by citizens of all nations. Actions to support this policy would entail 
government participation en masse at infl uential international conferences where regulatory, 
legal, and standards bodies debate potential measures to ease or restrict the freedom and fl ow 
of information in the domain. Adversarial countries would most likely be trying to persuade 
these same bodies to enact measures that would allow more state control on the fl ow of 
information. Participants from a targeted country would aggressively lobby other attendees 
and seek to dominate the agenda in a way that would send a clear message to the adversarial 
nation that actions taken at the conference are intended to counter them. This policy measure 

6 This model was previously introduced for international cyber security discussions, but the perspectives 
are equally relevant for analyzing coercion strategies. Some of the cyber threats to national security 
suggested by this matrix, such as criminal actions to steal identity, may not be appropriate considerations 
for legitimate policy, but there are several options open to nation-states in each quadrant. 

7 A distributed denial of service attack, or DDOS, occurs when many computers, usually surreptitiously 
controlled, are used to inundate a web server with requests and cause it to become overwhelmed to the 
point that service is denied.

8 For a complete discussion of this matrix and its contents see Hare, 2010.
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has the advantage of being entirely executable within diplomatic channels, and being instantly 
“adjustable” meaning that the lobbying pressure can easily be reduced once the adversary’s 
hostile actions have stopped. In addition to any overt actions taken, it would still be important 
for the victim nation to somehow communicate to the offender that these actions are in direct 
response to the hostile actions the victim has attributed to this adversary. For the actions to 
be effective as coercive measures, it must be made clear to the adversary nation that these 
diplomatic actions will stop once the threatening espionage and other hostile acts stop. If the 
adversary does not perceive that they have an opportunity to make the retaliatory actions cease, 
they may respond in unanticipated ways. 

Option 2: Cyber Security for Dissident 
Organization in the Attacking Country
The second policy measure is signifi cantly more aggressive. This option could be comprised of 
two related components enacted in steps. The fi rst step would be to provide cyber security for 
a dissident organization countering the adversary regime. The security measures could entail 
providing hardware, software, and technical expertise to the dissident organization to protect 
their e-mail servers from the adversary’s espionage and to protect the dissident organization’s 
web presence from disruptions. The specifi c actions could be done in an overt manner to send 
a strong signal, or clandestinely to avoid causing an uncontrollable escalation in tensions. 
In either case, the adversary would have to be notifi ed that the actions are being taken in 
response to perceived hostile acts they have sponsored. This policy action could be enhanced 
by communicating that if the adversary does not cease its hostile actions against the victim 
country’s cyber assets, the victim will increase its coercive measures by conducting counter-
espionage against the adversary and providing useful intelligence to the dissident organization. 
This second stage may be held in reserve to stress its compellence intent. However, its coercive 
effect can be highlighted by informing the adversary that some information has already been 
divulged to the dissident organization, such as information regarding the adversary’s monitoring 
efforts of the dissident organization.9 In any case, the adversary must be made to understand 
that the threat of increased counter-measures is not an empty one.

In both options, the actions would demonstrate clear connectedness and provide a potential 
deterrent to future cyber threats from the adversary. When a nation has demonstrated that it is 
willing and capable of taking action, it greatly increases the deterrent potential of the action. In 
all instances, it is important to signal to the target offender that these actions are taken in direct 
response to their hostile actions, and that the actions will cease once the offensive actions cease. 
The adversary may not respond at all if they don’t realize that the victim nation has attributed 
the hostile activity to them (Libicki 2009). An unfortunate outcome of either set of measures 
would be that the adversary may respond to the actions in an escalatory manner. However, 
communicating the rationale for either option can be done in private, which would allow the 
offender to avoid the appearance of bending to the victim’s will, an outcome that could be 
politically untenable for the adversary nation’s regime.

Option 3: Hunker Down in the Face of a DDOS
Without any advance warning of an overwhelming DDOS attack, the victim nation will feel 
the effects almost immediately. There will be no period during which compellence actions like 

9 This action must, of course, be balanced with the risk of exposing tradecraft.
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those described above can be developed and deliberated. The unfortunate and probably the 
only choice will be to block originating addresses and endure the attack until the international 
spotlight can be turned on the likely perpetrator. According to Klimburg (2011), a senior advisor 
with the Austrian Institute of International Affairs, a small, Internet-dependent country can only 
hope to be successful with this tactic if it employs both a horizontal and vertical “whole of 
nation” approach to critical infrastructure protection. Such an approach would require a strong, 
public-private partnership that ensures a resilient and responsive infrastructure in the face of 
concerted attacks. Just as a country cannot predict when and where an earthquake will occur 
in suffi cient time to evacuate all the buildings at the epicenter, a small, Internet-dependent 
country must make the “building strong enough” to resist attack. This option is less directly a 
compellence action than the fi rst two options. In fact, the compellence theoretically does not 
come from resilience but from the international condemnation that would lower the attacker’s 
international social capital to such a degree that they determine the cost to their international 
standing outweighs the benefi ts of a continued attack.10 Therefore, the level of resilience 
necessary is related to the time it will take for the international community to observe and 
correctly characterize an event. In the case of Estonia in 2007, it took several days for them 
to receive support from other countries after the onset of anonymous attacks (Evron 2008).11 

At this point, the reader may have expected to be presented with an option where a victim fi ghts 
fi re with fi re, or a tit-for-tat response. However, several factors suggest that a DDOS counter-
attack would be an ineffective response. First, it would most likely be enacted too late to be 
effective as a compellence measure because unless an action was preplanned, it would take time 
to determine which targets to strike and how to execute the attacks. Second, building extensive 
“botherds” of computers from which to launch an attack would be equally time-intensive, and 
relying on surrogate forces or criminal entities could be considered unethical options. Third, the 
attacking nation is most likely not as reliant as the victim on cyberspace for functions critical to 
national security and therefore would not be as heavily infl uenced by the attack. As identifi ed in 
Table 1, the cyber actions most threatening to a nation in the S-W quadrant is the proliferation 
of information critical of the regime. As a result, a directly coercive action cannot be expected 
to infl uence the actions of the perpetrator of a DDOS attack enough to make them change their 
behavior. Regardless of the coercive measure taken, stronger defenses and increased resilience 
of the critical infrastructure must be a part of any strategy to increase the costs of conducting 
hostile actions in cyberspace and to help make retaliatory actions more effective.

4. ATTRIBUTION REVISITED

I now revisit the issue of attribution to determine its signifi cance to the three policy scenarios 
presented above. As previous authors have done, I will address the technical and human 
components of attribution under each set of policy options.

10 I could write several paragraphs debating whether compellence or deterrence are even options to W-W and 
W-S type countries. However, the focus of this paper is on attribution, so I have entertained this scenario 
only to demonstrate that it conforms to the theories presented in the paper.

11 I acknowledge that it is impossible to determine if the international outrage ever did have an effect on the 
attackers since the attacks lasted for several more weeks. It is quite possible that they didn’t cease until the 
attackers just got bored. This is one point that supports the previous footnote.
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Attribution and Option 1: Engagement in International Forums
Aggressive lobbying for positions counter to the interests of certain regimes is not considered 
a hostile act under existing international conventions. Therefore, this coercive measure is not 
diffi cult to justify to internal or international audiences. There is no expectation that the victim 
country must explain to third parties that its action is a response to offensive actions by the 
adversary. Therefore, there is little need to attribute the initiating action to an international 
audience. However, a certain degree of human attribution is still necessary to make this 
option effective. The victim country must at least discover some correlation to the regime of 
the targeted nation-state and offer evidence that the offending actor is an entity over which 
the regime can exert some control if it so chooses. If the actor is one over whom a national 
regime cannot exert its sovereign power, then there is little chance the measure will achieve 
the intended coercive effect. Some evidence of this correlation may need to be conveyed to the 
adversary regime (potentially confi dentially) to help the offender understand the link between 
its actions and the victim’s response. Some amount of attribution may also be important when 
the adversary regime feigns ignorance of the event or if the adversary claims in an international 
forum that the aggressive diplomatic activity is an unprovoked assault. Technical attribution, 
even though it may have been achieved to support a determination of human attribution, is 
much less important in this situation. There is no policy requirement to tie an offending action 
to a specifi c machine, as the response measure is not tied to any specifi c machine. Ultimately, 
the burden is on the regime of the adversary nation to bring the hostile behavior to a halt. To do 
so, the regime will need to direct specifi c actors to alter their behavior. As long as the regime is 
aware of the responsible parties, knowledge of the specifi c networked entities used to conduct 
the hostile acts is of less importance.

Attribution and Option 2: Cyber Security for a Dissident Organization
This measure will clearly be considered threatening by the regime of an S-W nation. It also 
could be perceived by third parties as a direct challenge to the sovereignty of the targeted nation 
and therefore create concern in the international community. This concern will be greatest if any 
actions associated with the policy measures involve conducting a cyber operation within the 
territory of the targeted nation. In this case, there is a real possibility that the adversary nation 
will try to paint itself as the offended party and complain to the international community that it 
is experiencing an unprovoked attack on its sovereignty. Moreover, the victim nation initiating 
the response action must strive to demonstrate to the adversary regime that the measures are 
intended to be directly connected to and in response to actions determined to have been taken 
by the adversary. 

Because of these two concerns, there is a greater requirement for some level of attribution that can 
be demonstrated to the adversary and, if events become public, to the international community. 
As with the fi rst policy option, the focus of attribution must be the human or organization 
that perpetrated the offensive intrusions. Any evidence with which the victim chooses to 
demonstrate this linkage can be used to support attribution. It can consist of technical data, or 
intelligence gathered by multiple means. The argument to support attribution can also consider 
other events that may show a cui bono reason why the adversary was the most likely perpetrator 
of the hostile act. The duration of events may help determine attribution. An intrusion event of 
enduring nature may have increased the threat to national security, but it also gives the victim 
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with more opportunities to gather evidence of attribution using various means. Compiling 
several sources may allow the victim to obfuscate the specifi c details of any one source and 
avoid the unintended consequence of providing positive feedback to an adversary on how 
they can improve their intrusion tactics (Libicki, 2009). One of the sources could be technical 
attribution. Since the threatening espionage will have required two-way communications over 
an extended period to retrieve intelligence, it may provide more opportunities for a victim to 
identify valid source codes and overcome one of the largest barriers to attribution identifi ed 
by Clark and Landau (2010)—the multi-stage attack. The espionage-motivated intrusions will 
most likely be against several information system targets. If the victim unravels the intrusion 
events, the complexity may provide an aggregation of evidence from several systems (Lewis 
2011). Although the challenges of attribution do not change in this situation, the opportunities 
to achieve it may increase.

Attribution and Option 3: Hunker Down in the Face of a DDOS
As in option 1, enacting a strong defense that ensures the availability of services in the face of a 
DDOS attack and the regeneration of data in the case of a server crash would not be considered 
hostile acts. These are purely actions of critical infrastructure protection. As such, the only 
attribution necessary is that required to block offending intellectual property addresses at the 
target. In most cases, this technical attribution back to the last hop is easy to achieve. Unlike a 
case of espionage or more surgical cyber exploitation of critical infrastructure, there would be 
less exposure of state secrets if the event were publicized. In that case, it would be less politically 
risky to invite the broader community to advise in the defense of the nation. Therefore, cyber 
security experts from around the world could be invited to participate in the defensive actions 
and to help build a clearer picture of attribution. The necessary level of attribution is contingent 
on the case to be made to the international community. As in the previous case, the argument 
to support attribution can also consider other events that may show a cui bono reason why the 
adversary was the most likely perpetrator of the hostile act. For example, political disputes 
between Estonia and a neighbor nation provided the Estonian responders with a clear suspect. 
Also, the duration and level of a DDOS attack may help the defenders compile a suffi cient level 
of human attribution based on the cumulative technical attribution. In the attacks on Estonia, 
on-line forums in certain communities were abuzz with discussions and instructions on how to 
participate in the attacks, which contributed to the determination of human attribution (Herzog 
2011). Whether or not a particular regime is directly engaged in an activity, the international 
community may still consider it culpable and responsible, either legally or politically, for 
infl uencing the malicious behavior of actors under its infl uence. If a regime is unwilling to 
deal with the malicious actors or claims it is unable to do so, it could cause that regime to lose 
political capital. However, the policy-maker in the victim country must be willing to accept the 
fact that the issue of attribution is irrelevant if a loss of stature in the international community 
is irrelevant to the probable perpetrator.
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5. CONCLUSIONS

There is no question that the anonymity and ease of international interaction in cyberspace 
increases opportunities for malicious activity. However, the coercion challenge is no more 
diffi cult in cyberspace than in other domains. The amount of evidence required to support an 
attribution argument will depend on the political situation at the time of the response action and 
the adversary’s receptiveness to the victim’s efforts to link the two actions. If there are many 
other factors pointing to a specifi c adversary as the likely instigator (the cui bono test), then that 
adversary will most likely be the focus of attribution and the international community will more 
readily support a claim of attribution without specifi c evidence. 

In this paper, I have argued that unequivocal attribution is not required to enact a retaliatory 
measure and that attribution may be determined only after the measure is enacted successfully. 
However, for the compellence measure to be successful, the adversary must know that the 
victim has attributed the hostile actions to them, that the compellence measure is in retaliation 
for the offending action, and that the pain will stop only after the adversary has complied with 
the victim’s demands. Confi dent assessment of human attribution will strengthen the effect 
of coercive responses. While the anonymity provided by cyberspace allowed the offender to 
conduct a threatening act that is not visible to others, it also enables a fl exible coercion strategy. 
For example, it allows the communication and application of the compellence measure to be 
conducted privately. The benefi t here is that the victim can plan its response actions with less 
concern about the infl uence of third parties or the demands of conclusive attribution. 

For the three potential policy options discussed in this paper, attribution is a useful but not a 
required component of a coercion strategy. At the international level, national decisions are 
based on political considerations over legal ones. In a legal situation, attribution may be a 
requirement, but in a case of political calculus, attribution is one factor that must be balanced 
with all other political considerations of national security.

ACKNOWLEDGEMENTS

I would like to thank Col. David Fahrenkrug for giving me the idea of changing the coercion 
discussion from deterrence to compellence (and lending me the books to learn what that means). 
I would also like to thank my colleague Jeff Goldman for insightful comments on the fi rst draft 
of my paper and the assigned reviewers for having forced a more international perspective in 
my presentation.

REFERENCES

Alperovitch, D. 2011. “Towards Establishment of Cyberspace Deterrence Strategy.” In 3rd International 
Conference on Cyber Confl ict (ICCC), 1–8. Institute of Electrical and Electronics Engineers.

Australian Government. “Mitigating the Cyber Threat”. Government Document. Connecting with Confi dence: 
Optimising Australia’s Digital Future. http://cyberwhitepaper.dpmc.gov.au/white-paper/security-and-
resilience-in-the-online-environment/mitigating_the_cyber_threat.



139

Boebert, W. Earl. 2010. “A Survey of Challenges in Attribution.” In Proceedings of a Workshop on Deterring 
Cyberattacks:Informing Strategies and Developing Options for U.S. Policy, 41–52. Washington, D.C.: The 
National Academies Press.

Buzan, Barry. 1991. People, States, and Fear: The National Security Problem in International Relations. 2nd ed. 
Boulder: Lynne Rienner.

Byman, Daniel, Matthew C. Waxman, and Eric Victor Larson. 1999. Air Power as a Coercive Instrument. Santa 
Monica, Ca: Rand Corporation.

Clark, David, and Susan Landau. 2010. “Untangling Attribution.” In Proceedings of a Workshop on Deterring 
Cyberattacks:Informing Strategies and Developing Options for U.S. Policy, 25–40. Washington, D.C.: The 
National Academies Press.

Deibert, Ronald, and Rafal Rohozinski. 2009. Tracking Ghostnet. Intrusion Analysis. Information Warfare 
Monitor. Toronto: Centre for International Studies, University of Toronto. http://www.scribd.com/
doc/13731776/Tracking-GhostNet-Investigating-a-Cyber-Espionage-Network.

Evron, Gadi. 2008. “Battling Botnets and Online Mobs.” Georgetown Journal of International Affairs 9: 121.

Gorman, Siobhan. 2009. “Electricity Grid in U.S. Penetrated By Spies.” Wall Street Journal, April 8, on-line 
edition, sec. Technology.

Hare, Forrest. 2010. “The Cyber Threat to National Security: Why Can’t We Agree?” In Conference on Cyber 
Confl ict Proceedings 2010, 211–226. Tallinn, Estonia: CCD COE Publications.

Hare, Forrest. 2011. “The Interdependent Nature of National Cyber Security: Motivating Private Action for a Public 
Good”. Doctoral Dissertation, Fairfax, Va: George Mason. http://u2.gmu.edu:8080/handle/1920/6312.

Harknett, Richard. 1996. “Information Warfare and Deterrence.” Parameters (Autumn 2006): 93–107.

Herzog, Stephen. 2011. “Revisiting the Estonian Cyber Attacks: Digital Threats and Multinational Responses.” 
Journal of Strategic Security 4 (2) (July 1). doi:10.5038/1944-0472.4.2.3. http://scholarcommons.usf.edu/
jss/vol4/iss2/4.

Klimburg, Alexander. 2011. “Cyber Security Und Schutz Kritischer Infrastrukturen”. Newsletter. Newsletter 
der GIT Gesellschaft für Informations- und Kommunikationstechnik im OVE. http://git.ove.at/newsletter/
GIT_Newsletter_05_2011.htm#klimburg.

Landler, Mark, and John Markoff. 2007. “Digital Fears Emerge After Data Siege in Estonia.” The New York 
Times, May 29, sec. Technology. http://www.nytimes.com/2007/05/29/technology/29estonia.html.

Lewis, James. 2011. “Rethinking Cybersecurity – A Comprehensive Approach” presented at the Sasakawa Peace 
Foundation, September 12, Tokyo. http://csis.org/publication/rethinking-cybersecurity-comprehensive-
approach?utm_source=feedburner&utm_medium=feed&utm_

 campaign=Feed%3A+CSIS-Cybersecurity-Related-Publication+%28Cybersecurity+-
 +Related+Publication%29.

Libicki, Martin C. 2009. Cyberdeterrence and Cyberwar. Santa Monica, Ca: RAND Corporation.

Lukasik, Stephen. 2010. “A Framework for Thinking About Cyber Confl ict and Cyber Deterrence with 
Possible Declaratory Policies for These Domains.” In Proceedings of a Workshop on Deterring 
Cyberattacks:Informing Strategies and Developing Options for U.S. Policy, 99–121. Washington, D.C.: 
The National Academies Press.

Schelling, Thomas C. 1966. Arms and Infl uence. Yale University Press.

Shanker, Thom, and Elisabeth Bumiller. 2011. “Hackers Gained Access to Important Files, Pentagon Says.” The 
New York Times, July 14, sec. World. http://www.nytimes.com/2011/07/15/world/15cyber.html.

Taipale, K. A. 2010. “Cyber-Deterrence.” SSRN eLibrary (April). http://papers.ssrn.com/sol3/papers.
cfm?abstract_id=1336045.

http://www.scribd.com/doc/13731776/Tracking-GhostNet-Investigating-a-Cyber-Espionage-Network
http://scholarcommons.usf.edu/jss/vol4/iss2/4
http://git.ove.at/newsletter/GIT_Newsletter_05_2011.htm#klimburg
http://csis.org/publication/rethinking-cybersecurity-comprehensiveapproach?utm_source=feedburner&utm_medium=feed&utm_campaign=Feed%3A+CSIS-Cybersecurity-Related-Publication+%28Cybersecurity+-+Related+Publication%29
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=1336045


140



141

The Militarisation of 
Cyberspace: Why Less
May Be Better

Abstract: Cyber security is seen as one of the most pressing national security issues of our time. 
Due to sophisticated and highly publicised cyber attacks, it is increasingly framed as a strategic-
military concern and many states have or at least want to acquire offensive cyber “weapons”. 
The aim of this paper is to show that particular ways of framing threats are not only a matter of 
choice but also come with political and social effects. Focusing on the strategic-military aspects 
of cyber security means subjecting it to the rules of an antagonistic zero-sum game, in which 
one party’s gain is another party’s loss. This invokes enemy images even though there is no 
identifi able enemy, centres too strongly on national security measures instead of economic and 
business solutions, and wrongly suggests that states can establish control over cyberspace. This 
creates an unnecessary atmosphere of insecurity and tension in the international system - one 
that is based on misperceptions of the nature and level of cyber risk and on the feasibility of 
different protection measures in a world characterised by complex, interdependent risk. While 
it is undisputed that the cyber dimension will play a substantial role in future confl icts of all 
grades and shades, threat-representations must remain well informed and well balanced at all 
times in order to rule out policy (over-) reactions with unnecessary costs and uncertain benefi ts.

Keywords: cyber security, cyber war, vulnerability-based planning, threat framing

1. INTRODUCTION

As a result of increasingly sophisticated cyber incidents and intensifying media attention over 
the last few years, cyber security issues have moved in two directions: upwards, from the expert 
level to executive decision-makers and politicians; and horizontally, advancing from mainly 
being an issue of relevance to the US to one that is at the top of the threat list of more and more 
countries. On the national level, several governments have released or updated cyber security 
strategies in 2011.1 Internationally, there is heightened attention on the strategic-military 
aspects of the problem – indicated by the growing number of conferences that address the issue, 

1 Examples are France, Germany, India, the Netherlands, the United Kingdom, the United States and 
Switzerland.
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efforts to obtain offensive capabilities, and attempts to come to an international agreement on 
the military (mis)use of cyberspace. 

Though the heightened attention on cyber threats coupled with the overall sense of urgency 
to fi nd viable political solutions could easily create the impression that policy-makers are 
confronted with an altogether ‘new’ issue, the current episode is just the latest development 
in the three to four decade long history of cyber threats. From the very beginning of the cyber 
threat story in the 1980s, there was a national security connotation to it (Dunn Cavelty 2008). 
However, that particular focus has intensifi ed over the years, in parallel to society’s increasing 
‘cyberifi cation’ and the overall impression that cyber incidents are becoming more frequent, 
more organised, more costly, and altogether more dangerous. 

The establishment of cyber threats as a focal point of the current national security debate amongst 
Western states can be seen as a confl uence of two interlinked and mutually reinforcing factors: 
the perception that modern societies are exposed to an ever-increasing number of potentially 
catastrophic vulnerabilities (Furedi 2008), and the perception of an increasing willingness of 
dangerous actors to ruthlessly exploit these vulnerabilities. This pervasive sense of vulnerability 
comes with a heightened sense of dread and urgency; and has led to a propensity to ‘militarise’ 
the cyber security debate.2 The (unintended side) effects of this particular threat framing are 
the focus of this paper. 

The aim is to show that particular ways of framing threats or risks are not only a matter of choice 
(within certain boundaries) but also come with political and social effects. Zooming in on the 
strategic-military aspects of cyber security means subjecting it to the rules of an antagonistic 
zero-sum game, in which one party’s gain is another party’s loss. This invokes images of a 
supposed adversary even though there is no identifi able enemy, is too strongly focused on 
national security measures instead of economic and business solutions, and wrongly suggests 
that states can establish control over cyberspace. In all, this creates an unnecessary atmosphere 
of insecurity and tension in the international system, which is based on misperceptions of the 
nature and level of cyber risk and on the feasibility of different protection measures in a world 
characterised by complex, interdependent risk. 

To make this argument, the paper fi rst describes three alternative ways of framing cyber 
security. This includes looking back to the 1990s when a well-balanced set of policy-responses 
took shape that were characterised mainly by a focus on the protection of critical infrastructures 
by technical means and a limited role of the military. The second subchapter examines recent 
developments and occurrences (spearheaded by Stuxnet, the Industry-sabotaging super-worm) 
that have given rise to an increasing focus on and attempts to acquire offensive cyber means. 
The third section critically assesses both the underlying assumptions behind this trend and the 
detrimental effects it has on the overall level of security. It is suggested that moving away from 
the propensity to think about worst-case scenarios and focusing on everyday occurrences like 
cyber crime and cyber espionage is the solution. The chapter concludes by arguing that military 
countermeasures will not be able to play a signifi cant role in cyber security due to the nature of 
the information environment as well as the nature of the threat. 

2 I use the term militarisation loosely, to connote the particular focus on the strategic-military dimen-sions of 
a problem and the adoption of something for use by or in the military.
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2. ALTERNATIVE CYBER-IN-SECURITY FRAMINGS

In the evolution of the cyber security debate, we can distinguish between three different, yet 
closely interrelated and reinforcing discourses. 

TABLE 1: THREE ALTERNATIVE CYBER DISCOURSES
 

The fi rst is technical and concerned with malware (viruses, worms, etc.) and system intrusions. 
The second is concerned with cyber crime and cyber espionage. The third is discourse driven 
and initiated by the US military, initially focusing on matters of cyber war but increasingly also 
on critical infrastructure protection within the realm of civil defence/protection or homeland 
security. Each of them is uniquely shaped and dominated by specifi c actors and revolves around 
particular ‘referent objects’ (that which is seen in need of protection, see Buzan et al. 1998) and 
threats, as summarised in Table 1.

A. Viruses, Worms and Other Bugs (Technical Discourse)
The technical discourse is focused on computer and networks disruptions caused by different 
types of malware. In 1988, the ARPANET – the precursor of today’s Internet – had its fi rst 
major network incident: the ‘Morris Worm’. The worm used so many system resources that 
large parts of the early Internet went down. The rather devastating technical effect prompted 
the Defense Advanced Research Projects Agency (DARPA, who was in charge of the network 
at the time) to set up a centre to coordinate communication among computer experts during 
IT emergencies and to help prevent future incidents: a Computer Emergency Response Team 
(CERT) (Scherlis et al. 1990). This centre, now called the CERT Coordination Center, still plays 
a considerable role in computer security and served as a role model for similar centres around 
the world. Around the same time, the anti-virus industry emerged, bringing with it techniques 
and programs for virus recognition, destruction and prevention. 

The worm also had a substantial psychological and, subsequent, political impact by making 
policy-makers aware of the Internet’s insecurity and unreliability. While it was acceptable in 
the 1960s for pioneering computer professionals to hack and investigate computer systems, 

Technical

• Computer experts
• Anti-virus industry

• Computers
• Computer networks

• Malware
• Network disruptions
• Hackers (all kinds)

Crime-Espionage

• Law enforcement
• Intelligence community

• Private sector
  (business networks)
• Classified information 
  (government networks)

• Advanced
  Persistent Threats
• Cyber Criminals
• Cyber mercenaries
• States
  (foreign intelligence)

Military / Civil defence

• National security experts
• Military
• Civil defence establishment
  / Homeland security

• Networked armed forces
  (military networks)
• Critical (information)
  infrastructures

• Catastrophic attacks on
  critical infrastructures
• Cyber terrorists
• States (cyber commands)

Main actors

Main referent
object

Main Threat
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the situation changed by the 1980s. Society had become dependent on computing for everyday 
business practices and other basic functions. Tampering with computers suddenly meant 
potentially endangering people’s careers and property; and some even said their lives (Spafford 
1989). Ever since, malware, as ‘visible’ proof of the persuasive insecurity of the information 
infrastructure, has remained in the limelight of the cyber security discourse – and provides the 
back-story for the other two discourses.

B. Cyber Crooks and Digital Spies (Crime-Espionage Discourse)
The cyber crime and technical discourses, respectively, are very closely related. The 
development of IT law (and, more specifi cally, Internet or cyber law) in different countries 
plays a crucial role in the second discourse, largely as it allows the defi nition and prosecution 
of a misdemeanour. Not surprisingly, the development of legal tools to prosecute unauthorized 
entry into computer systems (like the Computer Fraud and Abuse Act of 1986 in the United 
States) coincided with the fi rst serious network incidents (cf. Mungo and Clough 1993). 

Cyber crime has come to refer to any crime that involves computers and networks, like the 
release of malware or spam, fraud, and many other things. Until today, notions of computer-
related economic crimes determined the discussion about computer misuse. However, a distinct 
national-security dimension was established when computer intrusions (a criminal act) were 
clustered together with the more traditional and well-established espionage discourse. Prominent 
hacking incidents – such as the intrusions into high-level computers perpetrated by Milwaukee-
based ‘414s’ gang (6 teenagers) – led to a feeling in policy circles that there was a need for 
action (Ross 1991): If teenagers were able to penetrate computer networks that easily, it was 
assumed that better organized entities such as states would be even better equipped to do so. 
Over the years, this discourse has become particularly focused on so-called advanced persistent 
threats, a cyber attack category which connotes an attack with a high degree of sophistication 
and stealthiness over a prolonged duration of time. The attack objectives typically extend 
beyond immediate fi nancial gain.

C. Information Warfare and Critical Infrastructures
(Military-Civil Defence Discourse)
The link between information technology and national security was fi rmly established in military 
writings in the time after the Second World War (Edwards 1996). But it was the Second Persian 
Gulf War of 1991 that created a watershed in US military thinking about cyber war. Military 
strategists saw the confl ict as the fi rst of a new generation of confl icts, in which physical force 
alone was not suffi cient, but was complimented by the ability to win the information war and 
to secure ‘information dominance’. As a result, American military thinkers began to publish 
scores of books on the topic and developed doctrines that emphasized the ability to degrade or 
even paralyse an opponent’s communications systems (cf. Campen 1992).

In the mid-1990s, the advantages of the use and dissemination of Information Communication 
Technology (ICT) that had fuelled the revolution in military affairs were no longer seen only as 
a great opportunity providing the country with an ‘information edge’ (Nye and Owens 1996), 
but were also perceived as constituting an over-proportional vulnerability vis-à-vis a malicious 
state and non-state actors (Rattray 2001). This perception was shaped by the larger strategic 
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context that emerged for the United States after the Cold War. The new environment was 
characterised by more dynamic geostrategic conditions, numerous areas and issues of concern 
as well as smaller, more agile and more diverse adversaries. As a result of the diffi culties to 
locate and identify enemies, parts of the focus of security policies shifted away from actors, 
capabilities, and motivations to general vulnerabilities of the entire society. Global information 
networks seemed to make it much easier to attack the US asymmetrically, as such attacks no 
longer required big, specialized weapons systems or an army: borders, already porous in many 
ways in the real world, were non-existent in cyberspace. It seemed only a matter of time until 
those actors, likely to fail against American military power, would seek to bring the US to its 
knees by striking vital points fundamental to the national security and essential functioning of 
industrialized societies at home (Berkowitz 1997): critical infrastructures.

At the same time, the development of military doctrine for the information domain continued. 
For a while, information warfare – the new type of warfare in the information age – remained 
essentially limited to military measures in times of crisis or war. This shifted around the mid-
1990s, when the activities began to be understood as actions targeting the entire information 
infrastructure of an adversary – political, economic, and military, throughout the continuum of 
operations from peace to war (Brunner and Dunn Cavelty 2009). NATO’s 1999 intervention 
against Yugoslavia marked the fi rst sustained use of the full-spectrum of information warfare 
components in combat. Much of this involved the use of propaganda and disinformation via the 
media (an important aspect of information warfare), but there were also website defacements, 
a number of DDoS-attacks3, and (unsubstantiated) rumours that Slobodan Milosevic’s bank 
accounts had been hacked by the US armed forces (Dunn 2002: 151). The increasing use of the 
Internet during the confl ict gave it the distinction of being the ‘fi rst war on the Internet’. 

D. Countermeasures
By the end of the 1990s, the three discourses had produced specifi c types of concepts and 
actual countermeasures on the national and the international level in accordance with their 
focus (see Table 2). Worldwide, the protection policies that transpired consisted of a three-
pronged approach: A strong law enforcement pillar for countering cyber crime, private-public 
partnerships for critical infrastructure protection (Dunn Cavelty and Suter 2009), and private 
and public self-help for the rest of the networked infrastructures. It became a common pragmatic 
practice that everybody was quasi responsible for ‘their own’: governments protect government 
networks, militaries only military ones, companies protect theirs, and every individual out there 
is in charge of their own computer security. 

However, there are some assets in the hands of the private sector considered so crucial to 
the functioning of society that governments take additional measures to ensure an adequate 
level of protection. These efforts are usually subsumed under the label of critical (information) 
infrastructure protection (CIIP). At the core of these practices, we fi nd the strategy of 
preparation, meaning the preventive protection of critical infrastructures by technical means, 
namely information assurance practices (May et al. 2004), supplemented by the concept of 
resilience. Resilience, a concept which accepts that disruptions are inevitable, is commonly 
defi ned as the ability of a system to recover from a shock, either returning back to its original 

3 Attempts to make a computer or network resource unavailable to its intended users, mostly by satu-rating 
the target machine with external communications requests so that it cannot respond to legitimate traffi c, or 
responds so slowly as to be rendered effectively unavailable.
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state or to a new adjusted state. Therefore, the concept promises an additional safety net against 
large-scale, major and unexpected events (Perelman 2007; Dunn Cavelty 2011b). 

TABLE 2: SET OF COUNTERMEASURES AT THE END OF THE 1990S

Particularly interesting about these policy solutions is the relatively small role of the state. The 
consequences of cyber vulnerabilities for the well-being of a nation are very high – at least 
in theory. Therefore, a national security connotation seemed a natural given as soon as the 
link to critical infrastructure was made in the third discourse. But while military documents 
and strategists were infl uential in shaping general threat perceptions and in bringing the issue 
of cyber threats to the attention of a broad audience, the reality of the main referent object – 
critical infrastructures, most of them in the hand of the private sector – and the nature of the 
threat made it impossible for the traditional national security bodies, especially the military, to 
play a larger role in countering it. 

For example, high-level cyber attacks against infrastructure targets would likely be the 
culmination of long-term, subtle, systematic intrusions. The preparatory phase could take place 
over several years. When – or rather if – an intrusion is detected, it is often impossible to 
determine whether it was an act of vandalism, computer crime, terrorism, foreign intelligence 
activity, or some form of strategic military attack. The only way to determine the source, nature, 
and scope of the incident is to investigate it. This again might take years, rendering highly 
uncertain results. The military notion of striking back electronically or kinetically is therefore 
unusable in most cases. 

In addition, cyber threats defy the well-proven concept of deterrence. Deterrence works if the 
one party is able to successfully convey to another that it is both capable and willing to use a 
set of available (often military) instruments against him if the other steps over the line. This 
requires an opponent that is clearly identifi able as an attacker and has to fear retaliation – which 
is not the case in the cyber domain because of the so-called attribution problem; the architecture 
of cyberspace makes it diffi cult to clearly determine those initially responsible for a cyber 
attack as well as to identify motivating factors. Attacks and exploits that seemingly benefi t 
states might well be the work of third-party actors operating under a variety of motivations. At 
the same time, the challenges of clearly identifying perpetrators gives state actors convenient 
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‘plausible deniability and the ability to offi cially distance themselves from attacks’ (Deibert 
and Rohozinski 2009: 12). Blame on the basis of the ‘cui bono’-logic (which translates into 
‘to whose benefi t’) on the other hand is not suffi cient proof for political action (in most cases). 
Therefore, deterrence and retribution do not work in cyberspace and will not, unless its rules 
are changed in substantial ways, with highly uncertain benefi ts (Libicki 2009). Though fears of 
future cyber wars existed at the time, efforts to control the military use of computer exploitation 
through arms control or multilateral behavioural norms like agreements that might pertain to 
the development, distribution, and deployment of cyber weapons, or to their use, remained 
limited (Denning 2001), at least until recently. 

3. THE ‘STUXNETIFICATION’ OF THE DEBATE

The set of practices as described above remained fairly stable for more than a decade. More 
recently, however, the threat perception has changed – and with it how some governments 
address the issue. Four recent trends and developments have solidifi ed the impression that cyber 
disturbances are increasingly dangerous and aggressive and that governments should react 
more forcefully to them – particularly by enhancing their own offensive capabilities.

First, there is heightened concern with the rising level of professionalization coupled with 
the obvious criminal (or even strategic) intent behind attacks. Advanced malware is targeted: 
A hacker picks a victim, scopes the defences and then designs malware to get around them 
(Symantec 2010). The most prominent example for this kind of malware is Stuxnet (addressed 
below). This development goes in sync with the development of the cyber crime market, which 
is driven by the huge sums of money available to criminal enterprises at low risk of prosecution 
(Panda Security 2010). 

Second, the main cyber ‘enemy’ has been singled-out: there is an increase in allegations that 
China is responsible for cyber espionage in the form of high-level penetrations of government 
and business computer systems in Europe, North America, and Asia. Because Chinese 
authorities have stated repeatedly that they consider cyber space to be a strategic domain and 
by mastering it they may be able to equalise the existing military imbalance between China and 
the US more quickly, many US offi cials readily accuse the Chinese government of deliberate 
and targeted attacks or intelligence gathering operations (Ball 2011).

Third, there is an increase in sophisticated hacktivism activities. WikiLeaks, for example, has 
added yet another twist to the cyber espionage discourse. Acting under the hacker-maxim ‘all 
information should be free’, this type of activism deliberately challenges the self-proclaimed 
power of states to keep information, which they think could endanger or damage national 
security, secret. Related are the multifaceted activities of hacker collectives such as Anonymous 
or LulzSec, who humiliate high-visibility targets by DDoS-attacks, break-ins and release of 
sensitive information. In addition, more and more confl icts of political or economic nature have 
a cyber(ed)-component these days (Deibert et al. 2012; Demchak 2010), which often includes 
hacktivism activities. Perhaps the most prominent example is the Estonian ‘cyber war’ case of 
2007. 
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Fourth, the discovery of the computer worm Stuxnet in 2010 changed the overall tone and 
intensity of the debate once and for all. Stuxnet is a very complex programme. It is likely that 
writing it took a substantial amount of time, advanced-level programming skills and insider 
knowledge of industrial processes. Therefore, Stuxnet is probably the most expensive malware 
ever found. In addition, it behaves differently from the normal criminal-type malware: it does 
not steal information and it does not herd infected computers into so-called botnets to launch 
further attacks from (Gross 2011). Rather, it looks for a very specifi c target: Stuxnet was written 
to attack Siemens’ Supervisory Control and Data Acquisition (SCADA) systems that are used 
to control and monitor industrial processes. In August 2010, the security company Symantec 
noted that 60% of the infected computers worldwide were in Iran. Moreover, reports alleged 
that the Iran nuclear program had been delayed as some centrifuges had been damaged. The 
picture that materializes from the pieces of this puzzle seems to suggest that only one or several 
nation states – the ‘cui bono’ logic pointing either to the US or Israel – would have the capability 
and interest to produce and release Stuxnet in order to sabotage the Iranian nuclear program 
(Farwell and Rohozinski 2011). 

4. UNINTENDED SIDE-EFFECTS:
CAUSES AND REMEDIES

This ‘story’, which is indeed convincing and plausible, has seized to be a mere story: it has 
become the truth, despite the fact that the evidence for Stuxnet being a government-sponsored 
cyber weapon directed at Iran is purely circumstantial. It may in fact never be possible to know 
for certain who gave the order to program Stuxnet, who actually did it, and what the intent 
behind it was. However, this is strangely irrelevant: The only thing that does matter in this 
instance is what states make of it – because it is their actions and reactions that create political 
reality. 

The reaction is that more and more states are opening up or enhancing ‘cyber commands’, 
which are military units for cyber war activities, because just the possibility that one or several 
state actors are behind the computer worm means that this could mark the beginning of the 
unchecked use of cyber weapons in open or more clandestine military aggressions. Though 
consolidated numbers are hard to come by, the amount of money spent on defence-related 
aspects of cyber security is rising. The new cyber military-industrial complex, for instance, 
is estimated to make returns between $80-billion and $150-billion US dollars a year, with big 
defence companies like Boeing and Northrop Grumman repositioning themselves to service the 
expanding cyber security market (Deibert and Rohozinski 2011). 

Following the strategic logic, several states have ramped up their rhetoric. For example, Iranian 
and Indian offi cials have gone on public record condoning hackers who work in the state’s 
interest. The White House’s new International Strategy for Cyberspace of 2011 states that the 
United States reserves the right to retaliate against hostile acts in cyberspace with military 
force. Because cyber capabilities cannot be divulged by normal intelligence gathering activities, 
uncertainty and mistrust are on the rise. The fi rst signs of a ‘cyber security dilemma’ are 
discernible: Although most states still predominantly focus on cyber defence issues, measures 
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taken by some nations are seen by others as covert signs of aggression by others, and will likely 
fuel more efforts to master ‘cyber weapons’.

As pointed out in the introduction, reacting this way is not inevitable (though arguably 
understandable). It is a matter of choice, or at least a matter of a political process that has 
produced this particular outcome. Unfortunately, it is making both the virtual but also the real 
world less and not more safe. The overall aim of cyber security policy is to reduce the risks 
in and through cyberspace. If certain reactions or policy approaches are becoming complicit 
in creating more insecurity, then they should be corrected. The good news is that there are 
alternatives both in framing the issue and in countering it, and that both these frames and these 
countermeasures are already in place, as shown above. For a reframing to become possible, 
however, skewed threat perceptions that are the outcome of government circles to focus too 
much on high-impact, low-probability events need to be corrected.

A. Why the Threat is Persistently Overrated
Every political, economic and military confl ict nowadays has a cyber(ed)-component. 
Furthermore, criminal and espionage activities with the help of computers happen every day. It is 
a fact that cyber incidents are continually causing minor and occasionally major inconveniences 
in the form of lost intellectual property or other proprietary data, maintenance and repair, lost 
revenue, and increased security costs. Beyond the direct impact, badly handled cyber attacks 
have also damaged corporate (and government) reputations. However, in the entire history of 
computer networks, cyber attacks have never caused serious long-term disruptions. They are 
risks that can be dealt with by individual entities using standard information security measures 
and their overall costs remain low in comparison to other risk categories like fi nancial risks. 

Despite this, the threat keeps being ‘hyped’ in policy circles. There are several reasons for this: 
First, psychological research has shown that risk perception is highly dependent on intuition 
and emotions, also the perceptions of experts (Gregory and Mendelsohn 1993). Cyber risks, 
especially in their more extreme form, fi t the risk profi le of so-called ‘dread risks’, which appear 
uncontrollable, catastrophic, fatal, unknown and basically uncontrollable. There is a propensity 
to be disproportionally afraid of these risks despite their low probability, which translates into 
pressure for regulatory action of all sorts and willingness to bear high costs of uncertain benefi t. 

Second, combating cyber threats has become a highly politicised issue. Therefore, offi cial 
statements about the threat must also be seen in the context of different bureaucratic entities that 
compete against each other for resources and infl uence or of politicians taking up this new and 
politically ‘hot’ issue. This is usually done by stating an urgent need for action and describing 
the overall threat as big and rising. Furthermore, being a cyber-expert has become a lucrative 
market, but only if the problem is continuously portrayed as grave.

Third, the media loves the idea of cyber-’anything’ in connection with disaster, and routinely 
features sensationalist headlines that cannot serve as a measure of the problem’s scope. By 
reporting only on a certain type of cyber-issue, they distort the threat perception. Some IT 
security companies have recently warned against overemphasizing so called advanced persistent 
threat attacks just because we hear more about them (Verizon 2010: 16). Only about 3% of all 
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incidents in 2010 were considered so sophisticated that they were impossible to stop. The vast 
majority of attackers go after low hanging fruit, which are small to medium sized enterprises 
with bad defences and little security awareness (Maillart and Sornette 2010).

B. From Vulnerability Assumptions to Threat Assessments
Since the effects of cyber attacks are potentially devastating, the temptation to not only think 
about worst-case scenarios but also give them a lot of (or rather too much) weight, despite 
their low probability, is high. This problem is aggravated by a broader tendency in security 
politics. The handling of issues is directly linked to level of knowledge, but more importantly 
non-knowledge about threats. Traditional threat analysis looked at the capability or potential 
of enemies and their intent or motivation, in addition to one’s own vulnerability. Cyber threats, 
however, are highly diffuse and many aspects are unknowable. There is no reliable data for loss 
or damage estimation within our current cyber pattern of cyber usage and it is very unlikely that 
there will ever be satisfactory solutions to this data problem. Attempts to collect it have failed 
due to insurmountable diffi culties in establishing what to measure, how to measure it, and what 
to do about incidents that are discovered very late, or not at all (Sommer and Brown 2011: 12). 

Missing knowledge of this sort has led to increasing use of vulnerability-based analysis, based 
solely on the identifi cation of weaknesses (Jenkins 2006: 120). When looking at vulnerabilities, 
the follow-up question is: ‘what could go wrong?’ and the natural answer is: ‘everything’. This 
almost automatically leads to worst-case scenarios. However, these scenarios have a habit to 
become reifi ed in the political process. When this happens, they are turned into real threats, not 
potentials, based not on knowledge about the intentions and capabilities of potential adversaries 
but mainly on policy-makers’ fears (Furedi 2008: 652).

Such thinking distracts attention from the highly relevant questions of ‘what can’ and ‘what is 
likely’ to happen (Furedi 2008: 653). The correct assumption that modern societies and their 
armed forces depend on the smooth functioning of information and communication technology 
does not automatically mean that this dependence or vulnerability will be exploited. Patching 
all the vulnerabilities of modern societies is outright impossible and also not politically or 
economically desirable. Therefore, the policy community must return to level-headed threat 
assessments that ask ‘who has the interest and the capability to attack us and why would they?’ 

At the moment, most experts agree that strategic cyber war (and catastrophic attacks) remains 
highly unlikely in the foreseeable future, mainly due the uncertain results such a war would 
bring, the lack of motivation on the part of the possible combatants, and their shared inability 
to defend against counterattacks (Sommer and Brown 2011). Cyber crime and cyber espionage, 
both political and economic, are a different story: they are here and will remain the biggest 
cyber risks in the future. Very clearly, they deserve the full attention of the policy community 
much more than their unlikely counterparts. 
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5. CONCLUSION

Thinking about (and planning for) worst-case scenarios is a legitimate task of the national 
security apparatus. However, catastrophic incidents should never receive too much attention 
at the expense of more plausible and possible cyber problems. Using too many resources for 
high impact, low probability events – and therefore having less resources for the low to middle 
impact and high probability events – does not make sense, neither politically, nor strategically 
and certainly not when applying a cost-benefi t logic.

Despite the increasing attention cyber security is getting in security politics, computer network 
vulnerabilities are mainly a business and espionage problem. Further militarising cyberspace 
based on the fear of other states’ cyber capabilities is pointless. While it is undisputed that the 
cyber dimension will play a substantial role in future confl icts of all grades and shades, threat-
representations must remain well informed and well balanced at all times in order to rule out 
policy (over)reactions with too high costs and uncertain benefi ts. Regardless of how high we 
judge the risk of a large-scale cyber attack, military-type countermeasures will not be able to 
play a substantial role in cyber security because of the nature of the attacker, the nature of the 
attacked, and the nature of the cyber(ed)-environment. Investing too much time talking about 
them or spending increasing amounts of money on them is not going to make cyberspace more 
secure – quite the contrary. 

Cyberspace is only in parts controlled or controllable by state actors. At least in the case of 
democracies, power in this domain is in the hands of private actors, especially the business 
sector. Much of the expertise and many of the resources required for taking better protective 
measures are located outside governments. The military – or any other state entity for that 
matter – does not own critical (information) infrastructures and has no direct access to them. 
Protecting them as a military mandate is an impossibility and considering cyberspace as an 
occupation zone is an illusion. Militaries cannot defend the cyber space of their country – it is 
no space where troops and tanks can be deployed because the logic of national boundaries does 
not apply.

Undoubtedly, however, attacks on information technology, manipulation of information, 
or espionage can have serious effects on the present and/or future of defensive or offensive 
effectiveness of one’s own armed forces. First and foremost, militaries should therefore focus 
on the protection and resilience of their information infrastructure and networks, particularly 
the critical parts of it, at all times. Beyond this, governments and military actors should 
acknowledge that their role in cyber security can only be a limited one, even if they consider 
cyber attacks to be a major national security threat. Cyber security is and will remain a shared 
responsibility between public and private actors. Governments should maintain their role in 
protecting critical infrastructure where necessary, while determining how to best encourage 
market forces to improve the security and resilience of company owned networks.
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Beyond Domains, Beyond 
Commons: Context and 
Theory of Confl ict in 
Cyberspace

Abstract: This paper examines implications of the collective cognitive blind spot of national 
security leaders with regard to confl ict and warfare in and through cyberspace. It argues that the 
view of cyberspace as a contested domain within a global commons is not suffi cient to address 
the full range of confl ict therein. It posits that deliberate examination of the ontology and 
evolution of cyberspace is essential to properly inform the management of resources, forces, 
and risk. It discusses analytical frameworks to explore the fundamental structures of cyberspace 
and endeavors to provide the theoretical underpinning necessary to inform the broader dialogue 
addressing concepts such as complexity and emergence, self-organization and self-governance, 
human-machine integration, infl uences of ethics and philosophy, and the blurring of distinction 
between the cognitive, content, and connectivity dimensions. It strongly encourages leaders 
in cyberspace security planning to adopt a bifurcated approach that not only addresses the 
immediate challenges in cyberspace, but also includes a parallel and distinct effort to examine 
and characterize future manifestations of cyberspace.

Keywords: cyberspace, theory, ontology, evolution, confl ict, commons

1. INTRODUCTION

Often, cyberspace security resembles the analogy of the blind men and the elephant—that is, 
the scope of activity refl ects only the part of cyberspace encountered. Working together, the 
blind men can divine the whole of the elephant from their perceived parts. Unlike the constant 
form of the elephant, cyberspace is changing rapidly; this creates an expanding chasm between 
the perceived and the actual cyberspace environment. This situation may degrade a nation’s 
ability to conduct critical analysis regarding future investments in cyberspace infrastructure, 
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personnel, and education. This paper argues that the current demands of international security 
entail consideration of contexts beyond the limited view of cyberspace as a contested domain. 
Further, understanding the future strategic security environment requires the examination 
of cyberspace ontology, a study of its evolution, and the development of theory regarding 
activities in cyberspace. To investigate this assertion, we fi rst examine the model of cyberspace 
as a contested domain and then broaden to view cyberspace as a commons encompassing all 
elements of national power. Next, we explore the complex structure and dynamic nature of 
the commons and the related international security implications. Finally, we reach beyond 
the commons view to address the ontology and future of cyberspace itself. The goal is to 
broaden the reader’s perspective regarding the context and theory of cyberspace in the current 
global security environment as well as to encourage understanding of the fundamental nature 
of cyberspace and its complex and dynamic evolution beyond the complacency of technical 
stovepipes.

2. CYBERSPACE AS A CONTESTED DOMAIN

What are the current perceptions of the roles of cyberspace in the international security 
environment? The U.S. government defi nes cyberspace as “the interdependent network 
of information technology infrastructures, and includes the Internet, telecommunications 
networks, computer systems, and embedded processors and controllers” and it “also refers 
to the virtual environment of information and interactions between people” [1]. Considering 
the well-documented historic cases of Titan Rain (2004) [2], Estonia (2007) [3], Georgia 
(2008) [3], and Operation Buckshot Yankee (2008) [4] as well as recent mysteries such as the 
Confi cker and Stuxnet worms, cyberspace can be portrayed as a contested domain. Consistent 
with this view, U.S. Cyber Command achieved Full Operational Capability in October 2010, 
with its mission to direct operations and defense of Department of Defense (DoD) networks, 
conduct full-spectrum military cyberspace operations, and ensure U.S. and Allied freedom of 
action in cyberspace and deny the same to adversaries [5]. Complementary to this mission, 
the DoD Strategy for Operating in Cyberspace was released in July 2011 as the fi rst DoD 
unifi ed strategy for cyberspace [6]. These DoD initiatives mesh well with the tenets of the June 
2010 North Atlantic Treaty Organization (NATO) Policy on Cyber Defence which emphasizes 
prevention, resilience, and non-duplication. This policy strives to “integrate cyber defence 
considerations into NATO structures and planning processes in order to perform NATO’s core 
tasks of collective defence and crisis management” [7]. The collective approach of these 28 
nations is to treat cyberspace as another domain—like land, sea, air, or space—used to control 
and exploit with the intent of exerting infl uence on the other domains.  The immediate focus is 
on defense; although clearly a perfect defense is not possible even within the limits of a military 
domain. It becomes even more challenging when government protection systems, such as the 
EINSTEIN 3 intrusion-detection system, are considered to protect private critical infrastructure 
networks [8]. The strategies address recent historical events—distributed denial of service, 
botnets, patriotic hackers—that refl ect the brute-force approach to cyberspace aggression. 

Consistent with current U.S. joint force doctrine, cyberspace operations encompass the three 
dimensions of the information environment—cognition, content, and connectivity. At present, 
the content and connectivity portions are emphasized since they involve the software and 
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hardware portions of cyberspace. However, many existing plans focus on threats and activities 
that are actually historical in terms of the relative rate of cyberspace growth and change. Without 
a more progressive context, near-term activities in cyberspace may be misguided, and long-
term planning for investment and force structure there may be obsolete before they are enacted. 

3. BEYOND DOMAINS TO THE COMMONS

To gain a broader outlook of cyberspace, let us consider the commons paradigm and then 
examine theoretical models and the related complex and dynamic nature. Commons are areas 
not controlled or owned by any single entity, and states and non-state actors use them to conduct 
commerce and communication [9]. In such a commons, a nation could exercise cyberpower as 
its “ability to use cyberspace to create advantages and infl uence events in all the operational 
environments and across the instruments of power” [10]. The cyberspace commons has unique 
features that facilitate use to entities smaller than nation-states. There are many low-cost options 
available that provide users with reliable access. Users’ persona in cyberspace need not match 
their true appearance and it is possible to have multiple representations simultaneously; this 
degree of anonymity may challenge efforts to attribute activities in cyberspace. Cyberspace can 
enable one to initiate a variety of physical effects across vast distances at almost instantaneous 
speeds [11]. Thus, determining if cyberspace should be treated as a domain or a commons 
depends on the level of application. Developing force structures and unit competencies may be 
served best by the domain view; examining the extent and priority of cooperative engagement 
amongst countries may be served best by the commons view. 

A. Theoretical Models
What are some methodologies that provide a context beyond the domain concept for evaluating 
activity in cyberspace? Consider two examples of theoretical frameworks to guide strategy 
development and implementation. 

1. Ecosystem Model
In March 2011, a Department of Homeland Security paper proposed a “healthy cyber ecosystem” 
as a model for enabling security in cyberspace. Based in part on the human immune system, the 
concept envisions future cyber devices with “innate capabilities that enable them to work together 
to anticipate and prevent cyber attacks, limit the spread of attacks across participating devices, 
minimize the consequences of attacks, and recover to a trusted state” [12]. The model uses 
mutually supporting healthy cyberspace devices working together proactively and dynamically 
to assess the severity of any “infection” and respond when an appropriate “alert threshold” is 
exceeded. But anomalous and negative activities in cyberspace are not always attacks; they 
may be manifestations of complex interactions and emergence of unanticipated behavior. Thus, 
automated active defense systems must ensure that attacks are clearly distinguished from mere 
alerts [12]. Such measures may create an information environment that is largely self-regulating 
with respect to mundane threats. However, just as strengthening human immune systems may 
have the counterproductive effect of producing more virulent strains of germs, one may ponder 
what new threats could emerge in a healthy cyberspace environment.
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2.Naval Theory Analogy
Traditional (i.e., Mahanian) naval theory offers value for modeling military activities as domain 
operations within a global commons. When one connects major ports in the littoral area (“brown 
water”) to other ports in the world, “sea lines of communication” emerge in the broad ocean 
(“blue water”) that have strategic importance based on factors such as geography and traffi c 
volume [13]. Similarly, one can map cyberspace to show “cyber lines of communication” and 
nodes with tactical, operational, and strategic implications, perhaps even choke points—the 
“blue water cyberspace” equivalent of the Strait of Hormuz. 

Barney [14] uses the 1982 United Nations Convention on the Law of the Sea framework to 
examine issues related to routing information through cyberspace. He proposed national 
cyberspace as “the region of Cyberspace in which individual States require substantial sovereign 
rights to preserve the political and economic security.” He divided this region into internal 
cyberspace, “where a State may exercise complete sovereignty,” and territorial cyberspace 
“through which, and to which, governments, commercial enterprises, or private organization 
allow generally unrestricted access.” International cyberspace is a region with no physical 
analogy to international waters; it “is not a physical place; it is a characteristic of Cyberspace 
by which a data packet is not physically present anywhere but is merely in transit” [14].

Like ship traffi c crossing oceans, consider information traffi c as packages of data moving 
across electromagnetic waves in cyberspace. The right of innocent passage provides “the 
right to traverse the territorial sea in a continuous and expeditious manner, so long as the 
passage is not prejudicial to the peace, good order, or security of the coastal State.” The right 
of transit passage provides “freedom of navigation and overfl ight solely for the purpose of 
continuous and expeditious transit of the international strait between one part of the high seas 
or an exclusive economic zone and another part.” Transit passage provides the advantages 
that “forces may transit in their normal mode of operation (i.e., warfi ghting) and bordering 
States may not suspend the right of transit passage through international straits.” Applying 
these principles to cyberspace, Barney concludes that computer network attack (CNA) “may 
be lawfully transmitted through the international telecommunications infrastructure, including 
Internet routers physically located in neutral States.” He notes in his scenario that such passage 
does not violate territorial sovereignty, nor comprise an act of force in the intermediate territory, 
nor violate the status of neutral States [14]. Perhaps this framework could allow data packets 
to be “nationally fl agged” akin to ships—thus having data itself represent sovereignty and 
facilitate development of diplomatic measures that allow (or deny) packet transit. In turn, this 
could help the international community respond to unauthorized rerouting of packets via router 
disruption, such  as China is accused of doing in 2010 [15]. 

This model may also facilitate development of theory related to virtual environments—that is, 
the immersion of the cognitive mind in non-physical landscapes defi ned by code often distributed 
among many machines. Perhaps the concept of naval subsurface activity can model virtual 
activity. Arguably, it is more diffi cult to “track” individuals, groups, and activities when they go 
below the “normal surface” of cyberspace (whatever that truly is) into the multi-dimensional 
subsurface virtual environment. Conversely, when they “re-surface,” their presence may be more 
readily acknowledged and attributed. The concept of riverine operations—those that focus on a 
nation’s inland waters—may offer models for devolved operations in cyberspace “backwaters.” 
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This would focus on activities that use older technology, such as telephone modems and 
DOS-based bulletin boards, instead of modern Internet connections [16]. Regardless of how 
packets travel, their movement through cyberspace may meet resistance in the same way ships 
navigate through waves and currents. Thus, ensuring freedom of navigation in cyberspace must 
necessarily include not only adversarial efforts to deny or disrupt, but also entropic effects and 
physical environment impacts (e.g., power outages, solar storms).

B. Key Characteristics of its Complex Structure
The limits of cyberspace are uncharted with rapidly expanding boundaries and increasingly 
complicated internal confi gurations. With land, sea, air, or space, technology dictates the ability 
to access and maneuver within the commons, but the physical structure remains relatively 
constant.  For cyberspace, technology not only dictates how we access the common, but it 
also empowers the manifestation of the common. Cyberspace may be unique in that access 
and creation are almost synonymous—that is, the technology used to access cyberspace (e.g., 
computers, mobile devices) becomes an inherent part of the domain. When entering cyberspace, 
one must consider the reciprocity of connectivity associated with the access. If a user connects a 
device to the cyberspace commons, then the whole of the commons can connect to that device—
this axiom helps defi ne the realm of the possible. Thus, it is impossible to open a perfect one-
way portal into cyberspace; any data sent or accessed over cyberspace can be viewed by anyone 
in cyberspace. Some applications of this process go unnoticed by even experienced users, such 
as the demonstrated vulnerability of modern automobile electronic control units to access 
and command by wireless systems [17]. Granted, such access may require illegal or unethical 
activity, but this does not make the action impossible. 

Similar to other mediums, the active cyberspace environment has discernable structure 
that supports the disorderly movement of its contents. Classic thermodynamic modeling 
characterizes such random motion and disorder as “entropy.” The transmission of data over 
the Internet may result in its division into many subpackets sent over different paths through 
an unknown number and type of processors and switches. Cyberspace is inherently complex 
and disorderly; the degree of which only increases as cyberspace expands with additional 
devices and infrastructure. It is not logical to expect order to arise spontaneously out of such 
a cacophony. This means that deliberate energy is required to accomplish specifi c tasks, and 
designers of content and connectivity may attempt to decrease the entropy involved with their 
specifi c function. Conversely, one could consider the overlay of security measures as purposely 
adding entropy to a system to thwart unauthorized use (e.g., using encryption to leverage the 
disorder for security’s advantage). To overcome such entropy, an adversary must expend effort.

Operations in cyberspace are more diffi cult to accurately characterize in the realm of human 
cognition than traditional kinetic domain operations. Thus, promises that cyberspace offers the 
ultimate form of achieving precision effects may be hollow. Achieving well-characterized and 
bounded effects in cyberspace is more diffi cult than doing so in physical space, and the potential 
for unanticipated consequences is more likely. Further, the means and methods used to achieve 
precision have limited utility since their design is based on a confi guration of cyberspace that 
is destined to change (by design or coincidence). For example, the unpredictable interaction of 
well-designed trading algorithms led to the “fl ash crash” disorder in the U.S. stock market on 
May 6, 2010 [18].
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C. Challenges of its Dynamic Nature
Internet-enabled communications have progressed to where most users consider them direct 
and instantaneous. This illusion refl ects the shortcoming of human perception—electrons 
traveling at the speed of light can circle Earth in about 130 milliseconds, one-third the time of 
a human eye blink. In the physical world, if one fi res a weapon at a 10-meter target, the bullet 
follows a largely predictable path based on the gross properties of the air (e.g., temperature, 
wind). Interactions at the molecular level are negligible compared to the bullet’s momentum, 
thus it follows a direct path and achieves kinetic effects at the point of impact. In cyberspace, 
the transmission of a data packet is assumed to follow a direct path in a stable environment. 
In reality, one could argue that the confi guration of cyberspace at the micro level may change 
signifi cantly in the milliseconds it takes to press the “Enter” key. Although the effects and 
path appear to be direct from a human perspective, in the relative framework of cyberspace 
operations, they are indirect, ineffi cient, and slow to manifest. Thus, projecting a guaranteed 
path in cyberspace is nearly impossible, just as it is impossible to align the molecules of air to 
accommodate a passing bullet. Consider that the May 6, 2010 stock market “fl ash crash” was 
preceded by over 10,000 ultrafast-duration  crashes and spikes (less than 950 ms each) over 5 
years, and that these ultrafast events continue to occur [19]. Then, the goal of the cyberspace 
operator is to determine not only the gross properties affecting cyberspace operations (if indeed 
they exist) but also the potential anomalies that may arise spontaneously as well as how to 
operate in them. 

How should nations balance the command and control of cyberspaces forces at the battlespace 
level with those at the strategic level? Tyugu [20] argues that application of artifi cial intelligence 
methods (e.g., neural nets, expert systems, intelligent agents) is unavoidable for such large-scale 
cyber defences. Leaders must consider the scope of operational effects within the commons to 
coordinate them with other commanders and allies as well as affected public and industry. For 
example, it may be prudent to receive “cyberspace over fl ight permission” for offensive actions 
that may transit the territorial cyberspace of other nations. 

4. CURRENT INTERNATIONAL
SECURITY IMPLICATIONS

For alliances such as NATO, what implications arise from adopting an analysis framework 
for international security of a contested cyberspace domain within the larger commons? Let 
us examine three topics—the development of cyberspace policy and strategy; operational 
planning considerations to address immediate issues; and future planning. These topics mirror 
the NATO overarching cyber defence principles of prevention, resilience, and non-duplication.

In an ideal world, a policy that maintains the cyberspace commons as a sanctuary free of confl ict 
is laudable. However, previous and ongoing aggression in cyberspace mandates that portions of 
cyberspace be militarized. The November 2010 Lisbon Summit’s new NATO Strategic Concept 
calls for a “full range of capabilities necessary to deter and defend against any threat” among 
which is the requirement to “develop further our ability to prevent, detect, defend against and 
recover from cyber-attacks, including by using the NATO planning process to enhance and 
coordinate national cyber-defence capabilities” [21]. 
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Developing cyberspace deterrence is a challenging task still in its infancy. Traditional Cold 
War deterrence experience may have limited application in cyberspace, given the capabilities 
of nonstate actors as well as the possibility of cyberattacks originating from co-opted servers in 
neutral countries4. The May 2011 U.S. International Strategy for Cyberspace [22] includes a 
deterrence policy with application to all national interests (including NATO obligations). Based 
on the principle that “consistent with the United Nations Charter, states have an inherent right to 
self-defense that may be triggered by certain aggressive acts in cyberspace,” the strategy states 
that “when warranted, the United States will respond to hostile acts in cyberspace as we would 
to any other threat to our country.”  Further, the U.S. will “reserve the right to use all necessary 
means—diplomatic, informational, military, and economic—as appropriate and consistent with 
applicable international law, in order to defend our Nation, our allies, our partners, and our 
interests.” These words send a serious message to potential adversaries without limiting the 
type of U.S. response.

But if deterrence fails, what analysis can support assessment of cyber incidents to determine if 
they require a NATO response? There is no internationally accepted defi nition of when hostile 
actions in cyberspace are recognized as attacks, let alone acts of war. An analytical framework 
developed by Schmitt [23] attempts to determine if a cyber attack equates to the use of force 
per terms of the U.N. charter. His analysis considers the intensity of damage in seven areas 
(severity, immediacy, directness, invasiveness, measurability, presumptive legitimacy, and 
responsibility) to provide a composite assessment of the effects of the cyber attack. Further, it 
addresses implications of applying Article 51 of the United Nations (U.N.) Charter for attacks 
prior to acknowledged armed confl ict, and the law of armed confl ict (LOAC) criteria for 
acknowledged confl ict.

When it is clear that aggressive actions in cyberspace require a response, alliance actions need 
appropriate planning and execution. Analyzing courses of actions should include thorough 
evaluation of nth-order effects, not only for desired military outcomes but also for related 
diplomatic and economic consequences [24]. While some measures of automated defense 
may be necessary to protect critical functions, perhaps like neural refl exes to protect one’s 
hand from a hot stove, the indiscriminate application may create more problems than it solves. 
Determining the appropriate collective response is a balancing act that may require the rapid 
synthesis of multiple distributed systems as well as a clear representation of any automated 
response, perhaps aided by graphical means, to assess the impact of the countermeasures on 
network resources [25].

Credible responses also depend on having properly equipped and trained personnel. Can our 
current understanding of cyberspace properly inform resource and force management decisions? 
Despite some technical promises, it is risky to consider the current application of cyberspace 
operations as guaranteed successes. Developing theoretical principles for cyberspace may help 
to explore the opportunities as well as shortcomings that affect such operations. In a technical 
sense, planners and decision makers need to recognize that applications may be neither precise 
nor free from disorder. Thus, they should conduct critical, perhaps even skeptical, reviews of 
promised capabilities—especially when making resourcing decisions. Investments in technology 
to enhance effective command and control of alliance forces must consider the implications of 
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operating at ever-faster network speed, such as the risks associated with selecting between 
proactive and reactive actions to address simultaneous system challenges [26].  Changes in the 
cyberspace domain and commons may be signifi cant in the time between decision for action 
and its execution. Also, responsible offensive actions should incorporate “cyberspace battle 
damage assessment” to help ensure the necessity, distinction, and proportionality of the effects 
meet acceptable norms. The access to nearly limitless data may be used wisely for evaluation, 
but biases in data mining methodologies may reinforce and propagate cognitive blind spots. 
The best way to avoid such pitfalls is to examine objectively and holistically the fundamental 
nature of cyberspace and to envision its evolution and future embodiment.

5. BEYOND THE COMMONS –
ONTOLOGY AND FUTURE

Are we developing methods to achieve situational awareness at all levels of cyberspace? 
This section discusses the ontology of cyberspace and recommends action in four areas to 
facilitate international security efforts: develop cyberspace theory; assess cyberpower of global 
actors; anticipate radical change; and bifurcate future-focused efforts from current operational 
activities.

Military activities in other domains (land, sea, air) often strive to gain local and temporal 
control of such domains. In contrast, cyberspace can be considered an artifi cial domain created 
for the purpose of exercising control or governing activities. It requires energy to exist (e.g., use 
of the electromagnetic spectrum) and its control can be fi rst-order—conscious and deliberate—
or various levels of nth-orders that may be unconscious, accidental, or emergent. It exists as 
part of a larger commons, both physical and virtual. To prepare for confl ict beyond our current 
technological manifestation of cyberspace, even the commons model is insuffi cient. For a truly 
holistic view, one must examine the ontology of cyberspace (i.e., its fundamental essence) 
and determine how its current form fi ts into its overarching evolutionary path. Cyberspace 
ontology must address fundamental issues, such as the balance of dynamic stability for 
activity in cyberspace; the self-organization and self-regulation of its functions; the modeling 
of entropy to include concepts of convergence, divergence, and emergence; and the changes 
in the cognitive dimension caused by more sophisticated human-machine interfaces (e.g., 
neuralprosthetics [27]). Proper cyberspace theory can provide the foundation necessary to 
explore these ontological themes.

Starr [28] advocates that proper cyberspace theory address fi ve areas: defi nition of terms; 
categorization and structure of theory elements; explanation of elements by analysis and 
example; connection of elements for comprehensive examination; and anticipation of future 
activities. As cyberspace theory is refi ned, it should be used to assess the relative strength 
of global actors possible through cyberpower. Future embodiments of cyberspace will likely 
follow the model of human confl ict described by the Clausewitzian trinity of emotion, reason, 
and chance. As witnessed in the so-called “Arab Spring” events, social media via cyberspace 
can provide a conduit for human expression to force change on the world stage [29]. Pursuing 
holistic situational awareness can help decision makers distinguish aggression in cyberspace 
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from coincidental events with negative repercussions. This may be crucial during times of 
increased global tension. It is unlikely that cyberspace will lift the fog of war or make the 
application of force less subject to chance; entropy and emergence simply cannot be quantifi ed 
in all circumstances. Cyberspace strategies that anticipate fl aws and failures, and emphasize 
resilience by design, may provide enduring principles for the future.

With its increasingly complex and dynamic nature, future embodiments of cyberspace may 
exhibit radical change. If its structure progresses toward self-organization and self-regulation, 
cyberspace may surpass fully human design and control. Important research is addressing 
some specifi c aspects of change, such as the behavior and long-term strategic evolution of 
botnet armies [30]. Sornette [31] examined how the strengths of heterogeneity and coupling 
interactions among systems may shift their overall behavior from synchronization to self-
organization. Of note is that extreme-risk events may occur more often than predicted for 
systems with low heterogeneity and high coupling—basically the situation one might fi nd in 
centralized network controls with standardized desktops. 

We must refi ne theoretical models to refl ect how the balance shifts among the cognitive, 
content, and connectivity dimensions in the information environment. This may ameliorate the 
current overemphasis on information technology, as its infl uence may diminish. Leaders should 
anticipate signifi cant blurring of the cognitive and connectivity dimensions as human-machine 
interfaces become more engrained and pervasive. Temmingh and Geers [32] have examined 
some the present challenges of distinguishing real individuals from potentially multiple cyber 
persona. For the future, leaders should consider the possibilities presented by blurring of the 
cognitive and content dimensions as information is consolidated in cloud-type applications and 
the collective computational and memory capacities of machines exceed that of humankind. 
Koch and Hepp [33] explore the possible roles of quantum mechanics in creating higher brain 
functions (e.g., perception, consciousness, free will). Eventually, the examination of cognition 
will expand to the broader human condition to include concepts of morality and ethics, and 
perhaps theology. This presents an essential question: is cyberspace merely a manifestation of 
technology, or possibly a fundamental step in human evolution?

Consider two concepts regarding the potential role of cyberspace in human evolution. First is the 
concept of “the singularity” explored by futurist Ray Kurzweil [34] as a “future period during 
which the pace of technological change will be so rapid, its impacts so deep, that human life 
will be irreversibly transformed.” Kurzweil posits three overlapping revolutions surrounding 
this event—genetics, as an intersection of information and biology; nanotechnology, as an 
intersection of information and the physical world; and robotics, as a growth of artifi cial 
intelligence. The second concept is “the noosphere” explored by Pierre Teilhard de Chardin [35] 
as an extension of the biosphere to the realm of human thought. In The Phenomenon of Man, 
he describes it as “much more coherent and just as extensive as any preceding layer, it is really 
a new layer, the ‘thinking layer,’…outside and above the biosphere there is the noosphere.” 
Teilhard de Chardin posited some implications for humanity like those of Kurzweil, albeit 
through an approach of philosophy vice technology. Whether such predictions come to fruition 
is not the point; their ideas infl uence the views of human behavior that in turn infl uence activities 
of creation and utilization in cyberspace. Since it is doubtful that legal and governance regimes 
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will keep pace with a dynamic cyberspace environment, the establishment of a cooperative set 
of cyberspace ethics and value may facilitate stability and organization.

The urgent needs of international security leave few resources available for the study of 
cyberspace ontology and future. Relegating such activity to a mere afterthought of domain 
operations promises its failure, or at best, an empty victory. Thus, a bifurcated approach to 
policy, strategy, planning, and military preparation can best serve international cyberspace 
security. The fi rst part—addressing immediate challenges in cyberspace—is in place, albeit 
with limitations. Actions are often reactive and ad hoc, with a decision-making context that 
may lag technology and not consider synergistic implications. The second part—examining 
future manifestations of cyberspace—can provide the cognitive foundation that informs the 
development of strategy, doctrine, force structure, and prioritization of resources; these in turn 
can help achieve unity of effort amongst all instruments of national power. This must be a 
separately resourced effort focused on development of theory as well as the study of ontology 
and evolution. This may require bold leadership and perhaps the courage to risk considering 
concepts that may appear foolish at times.  

6. SUMMARY

While we can evaluate certain aspects of international competition and confl ict in cyberspace 
using a domain model, the proper examination requires a holistic approach that includes 
concepts of the commons as well as a conscious future-directed model that recognizes the 
continuing evolution of cyberspace. Cyberspace theory should embrace the potential for radical 
emergent behavior that may shift the balance of infl uence among the cognition, content, and 
connectivity dimensions. This requires the deliberate and thoughtful pursuit of cyberspace 
theory as a continuing dialogue that may include multiple frameworks for analysis. This may 
not occur without a formal bifurcated approach to international efforts—one that is integrated 
to address both the pragmatic and urgent present challenges as well as a separately resourced 
effort dedicated to examining the changing nature of cyberspace itself. NATO has the nascent 
elements of such a bifurcated approach in place with its Allied Command Operations for the 
immediate issues and Allied Command Transformation for the future issues related to confl ict 
in cyberspace. Without such a comprehensive view, planners and decision makers add risk in 
their activities by not characterizing the full spectrum of the interactions and effects of creation 
and operation in cyberspace.
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Applying Traditional 
Military Principles to 
Cyber Warfare

Abstract: Utilizing a variety of resources, the conventions of land warfare will be analyzed for 
their cyber impact by using the principles designated by the United States Army. The analysis 
will discuss in detail the factors impacting security of the network enterprise for command and 
control, the information conduits found in the technological enterprise, and the effects upon the 
adversary and combatant commander.

Keywords: cyber warfare, military principles, combatant controls, mechanisms, strategy

1.  INTRODUCTION

Adams informs us that rapid changes due to technology have increasingly effected the affairs of 
the military. This effect whether economic, political, or otherwise has sometimes been extreme. 
Technology has also made substantial impacts on the prosecution of war. Adams also informs 
us that information technology is one of the primary change agents in the military of today and 
likely of the future [1]. There is a difference between using information technology or cyber 
space as a domain to fi ght and fi ghting in the domain of cyber space. Some of the differences 
appear to be maturity issues in understanding the cyber space domain. The translation of warfare 
strategies from other domains into an operational art is a process that is simply in its infancy 

[2]. General Alexander in 2007 said that we currently face many similar issues grappling with 
cyberspace as a war-fi ghting domain as the military did during the Interwar years from 1919 to 
1938 understanding air-power [2]. 

Samuel Liles
Cyber Integration and Information
Operations Department
National Defense University iCollege
Washington, DC
Samuel.Liles@NDU.edu

J. Eric Dietz
Purdue Homeland Security Institute
Purdue University
West Lafayette, IN
jedietz@purdue.edu

Marcus Rogers
Computer and Information
Technology Department
Purdue University
West Lafayette, IN
rogersmk@purdue.edu

Dean Larson
Larson Performance Engineering
Munster, IN
deanlarson@larsonperformance.com

2012 4th International Conference on Cyber Confl ict
C. Czosseck, R. Ottis, K. Ziolkowski (Eds.)
2012 © NATO CCD COE Publications, Tallinn

Permission to make digital or hard copies of this publication for internal use within 
NATO and for personal or educational use when for non-profi t or non-commercial 
purposes is granted providing that copies bear this notice and a full citation on the 
first page. Any other reproduction or transmission requires prior written permission 
by NATO CCD COE.

This material is the work and opinion of the author(s) and does not necessarily refl ect the opinion or position of The National 
Defense University, United States Department of Defense, or United States government.



170

This lack of maturity in understanding cyber space appears to be related to other myths of 
confl ict. There are four myths of future land war suggested by Dunlap that are easily applied to 
cyber warfare; 1) Our most likely future adversaries will be like us; 2) We can safely downsize 
our military in favor of smaller, highly trained forces equipped with high-technology weapons; 
3) We can achieve information superiority and even dominance in future confl icts; 4) Modern 
technology will make future war more humane if not bloodless. These myths are based the 
larger quandary known as the “revolution in military affairs” and the “generational constructs” 
being developed at the same time as it was written by Dunlap [3]. 

Cyber warfare has many defi nitions which makes it hard to state exactly what it is when 
it is many things depending on point of view. One suggested defi nition is that cyberwar is 
conducting military operations according to information-related principles while disrupting, 
destroying and knowing much about an adversary while keeping them from knowing about you 

[4,5].  Land warfare though has a very similar defi nition, as we will see in much deeper detail 
later. This leads into the purpose and scope of this paper:

Using the conventions for land warfare, what kinds of cyber threats constitute attacks and 
how do we characterize possible cyber warfare scenarios or attack techniques to provide 
concepts for a generalized approach that supports situational awareness of the cyber battle 
space or “terrain”?   How does this tool vary for fi rst responders or military operations?

As such it might help to discuss the basic principles of the preeminent land war force in the 
world. It helps to understand the scope if the principles are detailed. The United States Army in 
dealing with land warfare has nine principles of war: 

1) Objective – direct every military operation towards a clearly defi ne, decisive, and 
attainable objective; 2) Offensive – seize, retain, and exploit the initiative; 3) Mass – 
concentrate the effects of combat power at the decisive place and time; 4) Economy of 
force – allocate minimum essential combat power to secondary efforts; 5) Maneuver – 
place the enemy in a disadvantageous position through the fl exible application of combat 
power; 6) Unity of command – for every objective, ensure unity of effort under one 
responsible commander; 7) Security – never permit the enemy to acquire an unexpected 
advantage; 8) Surprise – strike the enemy at a time or place or in a manner for which he is 
unprepared; 9) Simplicity – prepare clear, uncomplicated plans and clear, concise orders 
to ensure thorough understanding. [6] 

If mass and economy are related it is important for the combatant commander to understand 
how cyber enables the mission. The network centric aspects of future battle spaces means 
that a new weakness has been included too. Effective employment of cyber assets includes an 
understanding of defending those assets [7]. Parks details several principles of cyber warfare 
including that cyber warfare must have kinetic effects [8]. Discussing this, Parks says, there 
are no laws in cyber space, somebody can do just about anything to somebody else given 
enough authority, tools are dual use, defender and attackers control very little, and cyber 
space is not consistent. Parks illustrates some of the differences between what the Army 
doctrine would expect and the capabilities of actual cyber space. Saydjari also looked at the 
corresponding relationship between information assurance and military doctrinal statements 
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[9]. Saydjari states that cyber warfare relies on: sensors and exploitation; situational awareness; 
defensive mechanisms; command and control; strategies and tactics; and then fi nally science 
and engineering. The question of effectiveness of attack is in doubt when there is a substantial 
disconnect between published Army doctrine and the experts opinions on how it all fi ts together.
Attacks from cyber space are cheaper and have substantial impediments to attribution, and as 
such it is not hard to believe that adversaries of a nation state could attack using information 
technology in an attempt to manipulate policy and decision makers [10]. Brooks suggested that 
information operations as a discipline needed to be included in the primary planning phases of 
operations. Information operations are a form of attack that still fi ts within the nine principles of 
military doctrine [10]. This is exactly what China was accused of doing on numerous occasions. 
Though it appears in most cases infi ltration of networks by technology or human agents is 
done for the exfi ltration of information (espionage) [11-15]. Of course, there is also the threat 
of other nation states such as Russia engaging in espionage through the network [16]. This is 
not to say that the United States is not also involved in espionage activities. Corn explains that 
the Pentagon has examined computer communications in transit to determine the modes of 
operations and goals of fringe groups [17]. 

The forms of attack are varied and inclusive of goals other than simply winning territory. 
Confl ict is a continuum of strategies into which insurgency rises as a primary strategy. As 
such irregular warfare and insurgency are old ideas that get applied to new domains of battle 
repeatedly [18]. The distinctions between irregular warfare, insurgency, low-intensity confl ict, 
guerilla warfare, and terrorism are counterpointed by the merits of each on a continuum of 
confl ict. Gray reminds us that war is basically and simplistically war. The rules of war are 
applied often after the confl ict [18]. 

Asymmetry, the defi ning element of insurgency, is not designed to win in the battle-space 
but to disrupt, distract, disconnect, or debilitate the nation state [19-21]. Relatively speaking 
the global communications network is nearly exclusively an asymmetric environment where 
mass and maneuver have minimal meaning. Dion examines the impact of digital capabilities in 
bringing mass and maneuver to the battle space [19]. This though is a capability not a weapon. 
Dion is discussing the layering of the digital information technology environment upon the 
weapons platforms of the Army. This gives the nation-state a signifi cant information edge 
over the adversary. Layering cyber space capabilities onto terrestrial weapons platforms is not 
functionally different from using naval forces to support land forces. Another example might be 
space assets, such as reconnaissance satellites, that support all natural domains (air, land, sea) 
similar to how cyber supports command and control.

Tying back to the tenets espoused previously, Groh sees military conduct in cyber space as 
network centric operations and refl ecting back to the original tenets of Army doctrine [22]. 
Specifi cally he has four information centric statements paraphrased as: 1) Robust networked 
force improves information sharing; 2) Information sharing and collaboration enhance the 
quality of information and situational awareness; 3) Shared situational awareness enables self-
synchronization; 4) These all increase mission effectiveness. Each point can be brought back to 
the ideas of speed, maneuver, and unity of command. In this regard network centric warfare is 
specifi cally linked to these concepts. As such cyber warfare, which is attacking those channels 
of information fl ow, will target the nodes of communication. If taken as information operations 
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centric, there is some worry of overstating the case. Groh specifi cally warns that network 
centric warfare is not a silver bullet as his tenets of network centric warfare limit the doctrinal 
application to a few areas of specialty.

2. SITUATIONAL AWARENESS TO
INFORMATION AS CONTESTED TERRAIN

Cyberspace is not a wholly new area of confl ict and is not necessarily a new or nonphysical 
construct. In fact it is a wholly physical construct much like any other terrain [23]. The advent 
of cyberspace as a contested domain has signifi cant implications to military doctrine. The 
strategic understanding of impacts, such as situational awareness removing the fog of war from 
commanders’ current understanding of conditions, are nearly incomprehensible. The strategic 
and cognitive impacts to leaders’ planning and operational capability should be extensive 

[24,25].

Command and control warfare is the application of computer information technology for 
offensive and defensive military operations. Rather than being a primary mode of operations, 
command and control warfare is an enhancement to the ability of the military unit to operate 

[26,27]. The cyber assets used by a commander to control can also be used against the 
commander. As such there is an inherent linkage between the communication infrastructure 
and the combatant commander. Though there is a relative desire on the part of technologists to 
say computer information technology it might be important to note that information technology 
and computers exist at all levels and not simply the desktop personal computer. Many military 
radios and encryption systems are fi lled with computers too. 

The addition of information technology and computerized capability incurs a set of new risks 
that are balanced alongside the gains of the new technology. Critics of the technology may 
overstate the risks. One element likely overstated is the preponderance of “collapse theory” 
as the primary risk associated with increased information technology capability [24]. Large 
scale computing systems and communications systems are built with redundancy and scalable 
capacity. Overwhelming these systems is possible but the idea of collapse theory is that they 
will not recover from failure. 

The ability to utilize ubiquitous computing for decision support and communication through 
the battle space has substantially increased the scope and vision of the commander in what is 
becoming known as network centric warfare [28]. There are fi ve tenets to the process of waging 
network centric warfare according to Adkins 1) Knowledge of the competition, or in the case 
of the military, the adversary; 2) Near real time shared situation awareness; 3) Communications 
of the corporate or commander’s intent; 4) Decentralized execution of plans; 5) Enabling self-
synchronization [28]. This is expanding once again the capability from simply information 
operations (attacking information fl ows), past command and control warfare (attacking 
commanders intent), to utilizing the network to enhance the commander’s control. Usually 
though we see command and control warfare as a strategy to disrupt decision processes. 

Command and control in warfare is a strategic issue and tactical conundrum as network 
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centric capability is realized, though, it is not fully realized, or equally realized across the 
military enterprise. Acquisition of capability that was commercially available but not within 
the procurement system slowed and degraded the capability of the Army in Operation Iraqi 
Freedom. This created an expectation gap of possible versus the operational [29]. Examining 
this issue in depth Cogan also detailed that tactical communications were degraded by the 
capability of the end point equipment versus the capability of the backbones bandwidth. From 
this examination we can deduce two clues about attacking command and control from a cyber 
warfare denial of service aspect. First, the war, even with degraded capability of the networked 
equipment, was waged rapidly and successfully. Second, the acquisition process had more 
effect on the Army capability than the meager attempts to destroy or infi ltrate the network. This 
would be counter to the theorists of collapse theory as discussed by Leonhard [30].

This has left the command and control aspects of warfare much where they were two or three 
decades ago. Rather than a decrease in capability, the expectations simply have not been met. 
Where there is increased capability it is held up as an example of superiority. If command is 
carried out by direction, by plan, or by infl uence has the automated nature of command and 
control met those tenets [31]? Command by direction being the oldest method of command, 
and command by infl uence being a relatively new construct suggests some maturation of the 
process. Into this mix cyber warfare as a capability is added. 

Metaphors of attack often lack realistic operational thinking. The colloquialism that all elegant 
metaphors degrade under enough pressure surely must hold true. A favored metaphor of layered 
defense, or defense in depth, may make metaphorical sense but can be problematic in reality. 
This is an issue between the logical structure of networks and the physical structure of them. A 
castle metaphor is good to discuss computer and network security but it lacks certain elegance 
and sophistication of thinking. Empirical research suggests that layered defense strategies 
consistently decrease the security of a system. This is based on the increased complexity and 
increased control services that an adversary could attack [32]. So not only do the cognitive 
issues degrade but the actual security mechanisms may be degrading, too.

There is also the logical layer in how technology is used. Information systems exist to allow 
people to communicate and coordinate activities much like any form of technology based 
communication. Information technology though has some issues with how communication is 
conducted. Social media and information systems can be exploited through the systems’ inherent 
human centric lag [33]. As an example an insurgency is an inherently social organization with 
a political purpose. As such a social network approach to understanding them can give clues as 
to how they are using technology and what that interaction might look like in the real world. 
Insurgencies are a particular subset of the spectrum of confl ict and defy rigid classifi cation [34]. 
So, the logical and cognitive layers may be both supported by information technology and then 
exploited (used) by adversaries alike. 

One of the issues to the Army and other military organizations is the simple prevalence of the 
technologies necessary to wage war in cyber space. This is a social problem using technology 
and not a technology enabling social interaction [35]. The technology in some cases has 
become the reason rather than the use of the technology. In other cases technology is banned 
because it is technology rather than the behavior of the misuse. This conundrum has opened 
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up avenues to exploitation not previously exposed. Whether considered from the prospect 
of actually using cyber space as a tool to attack, or more likely using cyber space tools to 
coordinate and communicate a highly desirable capability exists. The ability to raise a mass of 
socially, technically, networked people with defi ned purpose is the new Levee en Masse [17]. 
Unfortunately large organizations rarely have the ability to leverage this capability as fast as 
smaller organizations.

3. APPROACHES TO AN ATTACK IN CYBER SPACE

There are specifi c behaviors and paths that an attacker will usually take. “An attacker is going 
to attempt to deny, corrupt, or exploit the adversary’s information or infl uence the adversary’s 
perception” [20]. There is a pretty standard process that will accomplish the prior. The adversary 
will gather information about the target, plan the attack, and execute the attack. This process 
is similar to any military activity and only the depth of each step and the conclusions might be 
different between traditional arms and cyber attacks. Currently there is little in the way of a cyber 
war rules of engagement. Related to this gap is the missing legal and doctrine development for 
waging cyber warfare by nation states [36]. The process can take into account each of the nine 
principles and may be tightly organized around a cross domain approach (utilizing tactics from 
multiple avenues of attack not simply cyber). This leads to a discussion on strategy and what it 
means to those nine principles.

For the purpose of considering strategic information warfare Rattray describes three forms 
of attack: 1) mechanical attacks; 2) electromagnetic attacks; 3) digital attacks. Each of these 
forms of attack takes on specifi c strategic aspects and merits [23]. Each of the forms of attack 
can be directed at or from cyber as the operating weapons system. When considering the merits 
of attack and defense in the cyber battle space the normal frictions of combat become elusive. 
Most military doctrine currently understood is about war of attrition, but cyber warfare does 
not seem as weak to cessation of communication as previously thought [37]. Working around 
technical disruptions has continued without much in the way of the issue moving forward as a 
prelude or cyber attack. Various systems and methods of design and infrastructure have been 
examined to determine an appropriate strategy for dealing with outages [38]. So, even if the 
attack is successful it may be seen as degradation before it is seen as a serious issue. 

When the combatant commander contemplates attack there are serious issues to consider. 
There is a caution to combatant commanders during the attack phase of command and control 
warfare to steer clear of imitative deception to commit perfi dious acts (false fl ag operations) 
as these could be considered war crimes [39]. How this may actually be built into battle plans 
is not currently discussed outside of classifi ed environments. Actually, not much is discussed 
in unclassifi ed environments about military training in cyber space. The training of military 
computer attack teams are classifi ed, but due to the open nature of the technologies involved 
are likely similar to any other corporate red team capability [40].



175

4. GENERATIONAL CONSTRUCTS
ATTEMPT TO DEFINE CYBER CONFLICT

The revolution in military affairs in many ways is the root of the substantial change and 
advancement of generational constructs to explain war theory since the mid 1990s [41]. One of 
the newer concepts suggested is the idea of generational constructs to defi ne confl ict strategies 
and capabilities. Each of the generations of warfare is defi ned as a capability, technology, or 
tactic that builds upon the previous generation. For this paper a detailed discussion is not within 
the scope but see other works by the author for that examination. The concepts and movement 
of ideas about generational constructs continues to today with work by Hammes. Hammes 
expands his concepts of generational constructs from fourth to a possible fi fth generational 
component. This fi fth generational component is an information operations and cyber enabled 
population’s confl ict realm [42]. This work is in addition to the work he did in 2004 where 
fourth generational related insurgency specifi c constructs were detailed and analyzed.

Hammes discusses in depth the changing face of war and details the generational warfare 
construct as an explanatory mechanism. Rather than thinking temporal, each succeeding 
generation of warfare is advancement in methodology. The fi rst two generations of warfare 
are answers to technical problems with technology solutions [43]. The third generation of 
warfare is a change in tactics as Hammes suggests evidenced by mechanization and speed of 
armor allowed to fl ourish during World War 2 during the German invasion of Poland43. For our 
purposes in considering the addition of cyber confl ict the fourth generation as population centric 
is especially of interest. The confl ict space of fourth generation warfare is that of insurgency or 
populist aggression against the nation states as Hammes illustrates while discussing Mao [43]. 
Hammes (2007) builds upon the former to add a cyber and information spectrum for a fi fth 
generational construct.

The realm of cyberspace allows for the fourth generation warfare construct to grow rapidly. 
When considering the Maoist “displacement strategy” of building “parallel hierarchies” 
government legitimacy is threatened [44]. Rather than relying on the traditional elements of 
military warfare such as maneuver, the insurgent in cyber space can use temporal displacement 
to negate nation state power. The nation-state though should be especially careful as the 
technological advantage can be lost in a societal shift [45]. Terrorism is especially linked to 
the idea of legitimacy. Thinking back to the previous discussion on asymmetry when mass 
and maneuver or not a capability the adversary can leap past them to take on legitimacy of 
governance. Terrorism via cyber means may break the principles back. 

Cyber terrorism as discussed is a relatively inexpensive tool to use in an attack. Yet is wholly 
an expensive and diffi cult activity to protect against. Though skeptical Giacomello discussed 
cyber terrorism in detail as a possibility rather than defi ned capability [46]. One issue detailed 
by Giacommello is that the word terrorism is relatively meaningless being defi ned differently 
in law and literature. This is supported by in depth by Gordon [47]. In considering the merits 
of cyber terrorism Giacommello makes a startlingly conclusion that the issue is primarily a 
cultural phenomenon rather than technical. Perhaps not nearly as startling as expected, as all 
confl ict regardless of the tools is likely cultural in nature. 
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5. MILITARY OPERATIONS IN CYBER SPACE

Discussing the issues of information in the battle space is nothing new to the Army [45]. 
There has, however, been a growing scholarship of dealing with information operations from 
the standpoint of confl ict communications. There is also prevalent thread of thought in the 
international community that suggests information operations can decrease the perfi dy of 
confl ict [48].

Simply having computers and using them as communication conduits is not the only issue 
to combatant commanders considering cyber confl ict. The ethics and assumptions of actions 
taken in cyber space especially computer network attack must be considered. A combatant 
commander must consider the ideas of discrimination between targets and proportionality of 
response. [39,49]

6. RESULTS

Coming back to the discussion of how the Army defi nes confl ict and the nine principles of war 
and combat discussed previously, a series of resulting conclusions can be mapped. These are by 
no means expected to be the only conclusions that could be derived from the literature. They 
however do map and can be seen through the lens of the literature. As a cyber confl ict space 
these nine principles have specifi c allegory to the cyber domain. 

The objective in cyber confl ict has not substantially changed from the previous consideration 
of terrestrial confl ict. The idea of what attack means and the means of that attack has not 
substantially changed. The use of generational constructs and information operations has not 
substantially changed the concept of defi ning a goal or end-state to an engagement. Relatively 
simple in statement the where withal to accomplish the task through cyber means can be harder 
to determine. One element to objective that should not be ignored is that the set of strategic 
targets and objectives with cyber has been substantially increased in scope.  

Taking the offensive is an interesting question. In the idea of generational warfare constructs 
and low-intensity-confl ict, which is related to the tactical choice of insurgency, the offensive 
may not be similar to previous engagements. To be more specifi c the forms of confl ict are 
likely to relate more to the fourth and fi fth generational models suggesting insurgency and 
less to high-intensity confl ict models where other principles relate closer. It appears taking 
the offensive may itself be in doubt as limiting war to cyber space may make the principle of 
offense less obvious. The roles of offense and defense seem to blur within an insurgency model 
as they do within cyber space. 

Mass and economy of force as stated earlier appear to be related within the literature when 
considering the signifi cant asymmetry of attack strategies and defense requirements. As such, 
examples of mass jump to the forefront that may not be the best examples. A distributed 
denial of service appears to be mass when in actually the result is signifi cant but the force 
behind it is not. That might suggest that technology itself is a force multiplier and in the case 
of computer information technology substantial. However, that also misses the point that the 
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effect is primarily against other computer information technology. The user of armor or heavy 
weapons is technology that has signifi cant impact against people. To be a relevant principle 
in considering mass and economy of force they would have to effect people. Unfortunately 
to gain that effect a third element must be rolled in and mass subtracted from the equation. As 
principles to broadly defi ne military strategic issues they are weakening quickly.

A principle of maneuver exists, as it is not a fact of physical, but also emotional and cognitive. 
The previously discussed information operations use maneuver to speed combatant commanders 
and adversaries decisions cycles into appropriate resulting conclusions. Already defi ned for us 
through the information operations aspect of current strategic thought we can now apply that 
same principle of maneuver even faster through computer information technology. 

Unity of command as a principle we saw from the literature strongly holds to the use of 
information technology as the current tool suite used. As seen in several cases command and 
control are inherently part of this equation and acted upon by computer information technology 
assets. Those assets are inherently part of the current landscape and the concepts of network 
centric warfare within the literature are deeply rooted to this basic principle. It then follows 
that unity of command is a fundamental principle of cyber warfare as it is currently used 
within computer information technology. Unity of command has used technology for the idea 
of command and control since smoke signals, semaphore and watch towers as beacons. The 
advent of computer information technology has only made the cyber landscape faster.

Without a lack of security the computer information technology attack vector might be said to 
be missing. Unfortunately perfectly perfected computing systems are still perfectly exploitable 
by people using them for purposes exactly as designed with nefarious results. The literature 
describes in detail the ideas of cascading failures and the criticisms of that fl awed logic. What 
are not described are insider actions by military entities such as spies and agents. That is likely 
a classifi ed discussion but a relevant thread for future research. 

The act of surprise grows harder and more diffi cult on the high intensity confl ict terrains of the 
modern battlefi eld. Observance of the last several incursions by foreign and domestic powers 
into other sovereign territory have been preceded by massive buildups where the actual attack 
appears as a pressure cooker fi nally blowing off steam. Surprise might be characterized as, 
that it took so long, instead of actually being stealthy. In the computer information technology 
domain of cyber warfare it becomes rapidly obvious that many attacks are taking place daily. 
This is supported by numerous literature resources that described earlier the idea of security 
being lacking. Thus surprise has much to be compared to current terrestrial combat.

Simplicity is in the binary. There is little simpler than the binary of on-off that runs computers. 
Refuting that point is the systems of systems discussion identifi ed in the literature, which 
suggested massive scalable systems are created with signifi cant holes in their security. The 
literature would support that the simplicity assists the adversary through the other principle of 
economy of force, and that the attacker garners the benefi t while the defender is on the opposite 
side of the simplicity coin.  The principle of simplicity as identifi ed in the literature though 
cascading systems failure and systems of systems approach to design must support the attacker 
more than it will the defender.
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7. CONCLUSIONS

Looking at the conventions of land warfare and the principles of war that constitute strategy 
and tactics it becomes obvious that there is a substantial disconnect when considering cyber 
warfare. In fact, there are those who simply say it does not exist [39]. A disconnect between 
the legal, moral, and ethical considerations perhaps: the conventions for land warfare often 
refer to the laws of land war, as in the Geneva Convention. However in answering the research 
question, the author decided to focus primarily on the second part of the research question to 
answer how the techniques and concepts for generalized approaches to situational awareness 
might be accomplished.

In ignoring the fi rst part of what constitutes an attack under the law of war, we were able to 
talk about a variety of attacks. The discussion within this paper answers the idea of attack 
centered on the types of attack that were possible. Part of this is that perfi dy and jus in bello in 
information security simply has not been described succinctly [39]. Simply put the use of the 
civilian network which is nearly a requirement puts the entire fi rst part of the original research 
question into a quandary. The civilian network component as described adds possible perfi dy to 
every attack and a nearly defacto risk of violations of the laws of war [25,50]. 

Finally the last part of the question of how this tool varies is easily answered as discussed 
previously. The attack is always going to be at an asymmetric advantage that cannot be 
substantially changed. The level of effort to enter the fi eld of battle no longer requires the 
nation state. As such the fi rst responder is radically empowered by the scope of their capability 
to attack but have no real capability at defense when integrated into a corporate or military 
information enterprise. This is the asymmetric advantage that currently does not erode or seem 
to erode under scalable systems. 

As such the research question has been answered in detail with supporting literature from a 
variety of resources. 
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The Principle of Maneuver 
in Cyber Operations

Abstract: The United States Military describes the concept of maneuver as the disposition of 
forces to conduct operations by securing positional advantages before and or during combat 
operations. This paper will briefl y explore how the concept of maneuver in kinetic operations 
has evolved over time and how that concept relates to cyber operations and cyber warfare. It 
will attempt to defi ne what constitutes the principle of maneuver within cyberspace as it relates 
to the traditional concept of maneuver in warfare and how the unique domain of cyberspace 
alters this concept. This paper will explore the characteristics of maneuver in cyberspace and the 
basic offensive and defensive forms of maneuver that have thus far emerged will be identifi ed 
and analysed. The author will also briefl y touch on the issue of sovereignty in cyberspace as it 
relates to cyber maneuver and attempt to identify how and when the concept of cyber maneuver 
might cross the line to violate a state’s sovereignty. This paper will demonstrate that there is a 
valid concept of maneuver in cyberspace, and that the stealth and anonymity provided by the 
Internet allows for blatant acts which, in a kinetic operation, would most like result in open 
armed confl ict.

Keywords: cyber confl ict, cyber maneuver, cyber operations, cyber warfare

1.  INTRODUCTION

Military Strategists have been writing on the principles and characteristics of warfare for more 
than two thousand years. Although the specifi c principles differ over time and in relation to 
particular strategists, the principle of maneuver has been an important concept and has been 
a determining factor in warfare since some of the earliest recorded battles. As technology has 
evolved and allowed for the expansion of warfare into new domains, so too has the concept of 
maneuver changed. The exploration of the seas created a new unique domain and introduced the 
concept of a global commons, bringing with it new challenges to overcome. Air and Space added 
a new dimension to the principle of maneuver and caused yet another shift in military strategy. 
During the last two decades, the introduction of computing systems and the Internet formed an 
interconnected, virtual environment that has led to the designation of a fi fth warfi ghting domain 
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known as Cyberspace. This new domain has its own set of unique characteristics and challenges 
and signifi cantly overlaps operations in all four of the other warfi ghting domains.
 
The United States Military describes the concept of maneuver as the disposition of forces to 
conduct operations by securing positional advantages before and or during combat operations 

[1]. While this description has some applicability to operations in the domain of cyberspace, it 
is clear that this open, borderless, virtualized environment alters this principle signifi cantly and 
an effort must be undertaken to understand and codify these changes.

While cyberspace is considered a warfi ghting domain, thus far it has manifested itself as more 
of a contested domain characterized by constant confl ict between various competitor states, 
non-state actors and private entities. Battles rage across this domain continuously and although 
they have not risen to the level of a declared war, the outcome of some of these battles could 
have just as signifi cant of an impact on the long term future of the states involved in these 
ongoing confl icts [2]. Critical computing resources are captured, industrial and military secrets 
are stolen, strategic plans and diplomatic negotiations are compromised and key government, 
private, military and infrastructure systems are infi ltrated, all to gain a competitive advantage 
for the states initiating these attacks.

The methods and processes employed to attack and defend information resources in cyberspace 
constitute maneuver as they are undertaken to give one actor a competitive advantage over 
another. As various nation-states throughout the world have begun building cyber warfare 
programs and have actively begun conducting operations in cyberspace, it is important 
to understand what constitutes the principle of maneuver in cyberspace as it relates to the 
traditional concept of maneuver in warfare and how the unique characteristics of the cyberspace 
warfi ghting domain alter this concept.

2.  MANEUVER AS A PRINCIPLE OF WAR

The principle of maneuver has evolved as a tenant of war over the course of several thousand 
years. Beginning in the earliest recorded battles, the concept of maneuver involved the 
movement of troops to positions of advantage to attempt to fi x and destroy enemy forces. 
Early forms of engagement included maneuvers such as the single envelopment, the double 
envelopment and the penetration and were mostly tactical in nature. As technology evolved, 
commanders were able to leverage new forms of transportation to increase the speed and tempo 
of maneuver in battle. Additionally, advances in weapons technology introduced the concept of 
fi res and altered the principle of maneuver. At this point the use of maneuver came to resemble 
more modern defi nitions of employing forces through movement in combination with fi res but 
was still largely tactical in nature.

The 1700s and 1800s saw the rise of operational maneuver as Napoleon’s Grand Army swept 
through Europe in 1805 [3]. While Napoleon recognized and utilized operational maneuver, 
it was not until the battles of the American Civil War that it truly became institutionalized as 
a formal part of doctrine [4]. During World War Two, the German’s use of Blitzkrieg ushered 
in another evolutionary step in maneuver shifting from attrition to maneuver warfare. Prior to 
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World War II, maneuver focused almost exclusively on destroying or defeating the enemy and 
sought to engage the enemy in decisive battles. By attacking though Belgium and avoiding 
the strength of the French army, German armored formations were able to drive deep into the 
enemy rear to achieve strategic success. “The effects of the lightening deep penetrations created 
a state of paralysis on the French military command forcing the capitulation of France itself” 

[5]. The development of Blitzkrieg by the Germans and similar developments in other militaries 
led to the concept of maneuver warfare which focused on incapacitating the enemy through 
shock and disruption rather than through attrition warfare.

During the 1970s and 80s, Colonel John Boyd developed theories which described maneuver 
in terms of competitive decision cycles. According to Boyd, “Victory in competitive decision 
cycles requires one side to understand what is happening and act faster than the other” [6]. 
Boyd’s theories again revolutionized the principle of maneuver as they focused on creating the 
ability to make appropriate decisions faster than an opponent rather than on kinetic movement 
and fi res. Maneuver in Boyd’s terms could be described as “to operate inside an adversary’s 
observation-orientation-decision-action (OODA) loops or get inside his mind-time-space to 
penetrate an adversary’s moral-mental-physical being in order to isolate him from his allies, 
pull him apart and destroy his will to resist” [7]. Boyd was a key designer of the strategy the 
United States used to decisively defeat Iraq in the fi rst Gulf War, the asymmetric success of 
which shocked many other states and led to what was called a Revolution in Military Affairs.

Modern defi nitions of maneuver owe a great deal to Boyd and many other military theorists and 
are an amalgamation of the experience of generations of military strategists. This discussion 
has very briefl y described how the principle of maneuver has evolved and has necessarily 
skipped many important theorist and contributing theories in favor of brevity. Entire books 
could be written on how these theories have evolved over time but that is outside the scope of 
this paper.  For purposes of this discussion, it is important to understand that “the essence of 
maneuver is taking action to generate and exploit some form of advantage over the enemy” [8]. 
Distilled down to its most basic form, maneuver can be simply defi ned as movement towards 
an objective. With this understanding in mind, it is appropriate to attempt to understand how the 
principle of maneuver applies to the domain of cyberspace and how the unique characteristics 
of this domain alter this concept.

3.  CYBER MANEUVER

Cyber Maneuver is the application of force to capture, disrupt, deny, degrade, destroy or 
manipulate computing and information resources in order to achieve a position of advantage 
in respect to competitors. Maneuver in the traditional warfi ghting domains primarily involves 
the movement of military forces and application of fi res, however, in cyberspace, there is 
obviously no movement of forces in the kinetic sense since it is a virtualized environment. 
Instead, maneuver in cyberspace involves the application of force to specifi c points of attack 
or defense. This force is the special purpose code written to accomplish the attacker’s or 
defender’s objectives and is implemented at the time and virtual location of their choosing. In 
a very real sense, forces do not move in cyberspace, the point(s) of attack are moved [9]. This 
makes observation and detection very diffi cult, especially in relation to the source of attacks.
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Cyber maneuver is used to infl uence human and machine behavior.  In a certain sense that 
is a redundant statement since the purpose of infl uencing machine behavior is ultimately to 
infl uence human behavior. Cyber maneuver leverages positioning in the cyberspace domain to 
disrupt, deny degrade, destroy or manipulate computing and information resources. It is used to 
apply force, deny operation of or gain access to key information stores or strategically valuable 
systems.

Another key factor in considering maneuver in cyberspace is that thus far, there has not been any 
open, state-on-state, cyber wars. There is, however, a constant state of confl ict between states, 
surrogates or proxies, non-state actors and private entities and a great deal of evidence exists 
pointing to state involvement in much of this ongoing confl ict. It is therefore advantageous to 
consider not just enemy states, but other adversaries and competitors when describing maneuver 
in cyber operations.  International laws are still relatively immature in regard to cyber warfare, 
and so long as that remains the case, it is very likely that states will leverage this ambiguity to 
take actions in cyberspace that would be unacceptable in the physical world.

In defi ning cyber maneuver, it is important to understand the characteristics that make maneuver 
in cyberspace unique and to try to identify the major forms of both offensive and defensive 
maneuver that have thus far emerged in this domain. It should be noted that this effort is not 
meant to be exhaustive or all-inclusive. This is merely a starting point to try to quantify the 
trends that are emerging in this relatively new warfi ghting domain and to provide a basis for 
others to continue to refi ne doctrine in relation to cyberspace operations.

A. Characteristics of Cyber Maneuver
Cyberspace is a unique environment comprised of physical, informational and cognitive 
elements that blend together to create the virtual domain across which cyber operations occur. 
The principle of maneuver, when applied to operations in cyberspace, has distinct characteristics 
when compared to maneuver associated with the other warfi ghting domains of air, land, sea and 
space.

1. Speed
One of the most obvious characteristics of maneuver is cyberspace is the speed at which it can 
occur. Actions in cyberspace can be virtually instantaneous, happening at machine speeds. The 
speed at which actions can take place in cyberspace makes it incredibly diffi cult for one actor 
to react and adjust to a successful attack or to the modifi cation of a defensive formation. By 
the time a successful attack is detected and mitigation undertaken, it is likely that either data 
has already been compromised or worse, hostile actions have already been completed to the 
detriment of the defending unit. If a modifi cation is made to an element’s defense in the midst 
of an attack, it is unlikely the attacker will be able to modify the attack quickly enough to 
continue successfully without being detected.  In cyber operations, speed favors the side which 
has gained the initiative and successful maneuver allows an attacker or defender to get inside 
their adversaries’ decision cycles and move more rapidly than they can react.  Speed is a double 
edged sword in cyberspace. Actions happen at machine speeds, but reactions tend to happen at 
human speeds since reactions usually require some form of analysis and the involvement of a 
decision maker. 
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2. Operational Reach
Maneuver in cyberspace has almost unlimited operational reach. “Operational reach is the 
distance over which military power can be concentrated and employed decisively” [10]. In 
kinetic operations, operational reach is limited by terrain and distance, but since distance 
is virtually meaningless in cyberspace, reach in cyber operations tends to be limited by the 
scale of maneuver and the ability of an element to shield its actions from enemy observation, 
detection and reaction.

3. Access and Control
Maneuver in cyberspace requires access to friendly, neutral and enemy systems and one of the 
main goals of maneuver in cyberspace is to gain access to these systems in order to facilitate 
follow-on operations such as exploitation of data, disruption of systems or to gain leverage. 
Gaining control of systems is synonymous with building forward bases in a kinetic operation. 
It allows an attacker to move the point of attack forward to systems that are not attributable to 
the initiating state and potentially escalates an attacker’s privilege level relative to the ultimate 
target system or network. 

4. Dynamic Evolution
The technology upon which cyberspace is based is constantly evolving.  Recent years have seen 
rise to heavy use of web based applications, cloud computing, smart phones, and converging 
technologies. This ongoing evolution leads to constant changes in tactics, techniques and 
procedures used by both attackers and defenders in cyberspace. Methods that work today may 
not work tomorrow due to new and unforeseen technological advances. Unlike kinetic confl icts 
the battlefi eld terrain can shift presenting very little room for planning. Surveillance of the 
targets and defences can offer an advantage.

5. Stealth & Limited Attribution
Stealth and limited attribution have become the hallmarks of most attacks in cyberspace. 
Cyberspace is dominated by non-state, bad actors and sophisticated state actors that use the 
advantage of anonymity to mask their actions, making them unattributed [11]. Even large scale, 
overt attacks such as distributed denial of service (DDoS) attacks are most often diffi cult to 
attribute to a specifi c actor or state.

Every action that takes place in cyberspace is observable at some level. That being said, most 
actions are not observed in a meaningful way. This may be due limited sensor coverage, limited 
analysis capability or a number of other factors and it is these factors that assist attackers 
in hiding their attacks. Additionally, the ability to leapfrog from compromised system to 
compromised system makes attribution very diffi cult, especially when the systems in question 
are geographically dispersed in different international jurisdictions.

6. Rapid Concentration
In cyber space, attacks can rapidly build from a single source system to thousands or even tens 
of thousands of systems with little or no warning to the target system. In kinetic operations, it is 
very diffi cult for an attacker to generate this type of mass with little or no warning, especially in 
the modern era of satellite imagery, radar, etc. In cyberspace, attackers can make use of botnets 
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and crowd-sourcing to rapidly generate distributed mass effects that are especially effective in 
attacks like distributed denial of service attacks. This type of massing can also be used to hide 
more subtle attacks, distracting defenders who are attempting to restore services from these 
massed attacks while attackers conduct more covert penetration attacks.

7. Non-serial and Distributed
Maneuver in cyberspace allows attackers and defenders to simultaneously conduct actions 
across multiple systems at multiple levels of warfare. For defenders, this can mean hardening 
multiple systems simultaneously when new threats are discovered, killing multiple access 
points during attacks, collecting and correlating data from multiple sensors in parallel or other 
defensive actions.  For attackers, this can mean simultaneously attacking numerous targets at 
multiple locations in parallel rather than engaging in serial attacks. “Serial attack is the old 
fashioned ebb and fl ow of battle. It is a linear concept where two adversaries engage in a series 
of attacks and counter attacks. In parallel attack, the point of attack is against multiple targets 
and the effects are non-linear” [12]. These non-linear effects can create serious dilemmas for 
defending units who often have limited resources to defend large numbers of systems. This 
is especially true when attackers focus their attacks at multiple levels generating tactical, 
operational and strategic effects simultaneously.

B. Basic Forms of Offensive Cyber Maneuver
Cyber Maneuver most differs from its kinetic counterparts in offensive operations. While the 
goal of maneuver, to secure positional advantages in respect to an enemy or competitor state, 
remains relatively consistent with kinetic maneuver, the means to do so is vastly different given 
that maneuver is conducted at machine speeds inside a virtual construct.

1. Exploitive Maneuver
Exploitive Maneuver is the process of capturing information resources in order to gain a 
strategic, operational or tactical competitive advantage. It is modern day espionage at its fi nest, 
but it is the use of this information in follow-on operations that makes it a valid and dangerous 
form of cyber maneuver. In this new warfi ghting domain, information is analogous to terrain 
and the capture of key information resources can lead to decisive results across the political, 
economic, fi nancial or military spectrums. Unlike terrain on a kinetic battlefi eld, once captured, 
information resources cannot be retaken to regain an advantage. On the kinetic battlefi eld, a key 
piece of terrain captured by the enemy can potentially be counter-attacked and the advantage 
of holding that terrain regained for future operations. This is not true in the information 
environment when dealing with sensitive data or information stores. Once critical information 
resources are exposed, the originating state often loses a signifi cant competitive advantage and 
the gaining state utilizes these resources for its own purposes.

Over the course of the last decade, various nation-states have recognized the competitive 
advantage they can gain by harvesting the intellectual property and state secrets of competitor 
nations. Chief among these has been China which has been conducting large scale cyber 
operations to capture information resources. “China has made industrial espionage an 
integral part of its economic policy, stealing company secrets to help it leapfrog over U.S. 
and other foreign competitors to further its goal of becoming the world’s largest economy” 
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[13]. Additionally, there is some anecdotal evidence that suggests that China has used captured 
information resources to give it distinct advantages when engaging in diplomatic or corporate 
negotiations. A recent investigation in Canada linked Chinese hackers to intrusions at several 
law fi rms and government offi ces in an apparent effort to gain a strategic advantage in ongoing 
deal negotiations. “The investigation linked the intrusions to a Chinese effort to scuttle the 
takeover of Potash Corp. of Saskatchewan Inc. by BHP Billiton Ltd. as part of the global 
competition for natural resources” [14].

While espionage is certainly not new, cyberspace has enabled the capture and exploitation 
of information on an unprecedented scale. Given that information is analogous to terrain in 
cyberspace, it stands to reason that the processes involved in attacking and defending it must 
represent a key form of maneuver in cyber operations.

2. Positional Maneuver
Positional Maneuver is the process of capturing or compromising key physical or logical nodes 
in the information environment which can then be leveraged during follow-on operations. 
These nodes could be viewed as centers of gravity in the information environment and gaining 
logical control of these nodes will give the attacker key advantages and leverage during the 
escalation of confl ict, especially in the case of war or other combat operations. “Leverage 
is used to impose a force’s will on the enemy, increase the enemy’s dilemma, and maintain 
the initiative” [15]. The logical nodes in question could be Supervisory Control and Data 
Acquisition (SCADA) systems, enemy command and control systems, systems designed to 
provide a common operational picture during combat operations or any other key system whose 
compromise at a key moment in battle could give the initiating force a decisive advantage.

A prime example of this kind of positional maneuvering could be intuited from the 2007 Israeli 
attack on a suspected nuclear reactor at Dayr az-Zawr, Syria. Israeli strike aircraft managed 
to fl y into Syria without alerting Syrian air defense systems to carry out this raid.  This was 
apparently accomplished through a combination of both electronic and cyber-attacks which 
caused all of Syria’s air defense radar systems to go offl ine for the duration of the raid [16]. 
Before the kinetic operation could be undertaken, the Israelis had to know that they could 
disrupt the systems in question. This implies that the Israelis had already gained the necessary 
level of access into these systems and had pre-positioned themselves to carry out this attack. 
They had to be confi dent they could disrupt these critical systems at the time of their choosing 
to ensure the success of the raid. The use of positional maneuver prior to the initiation of actual 
kinetic combat operations set them up for success and illustrates the potential decisive nature of 
this form of cyber maneuver, especially at the tactical and operational levels of war.

3. Infl euncing Maneuver
Infl uencing Maneuver is the process of using cyber operations to get inside an enemy’s decision 
cycle or even to force that decision cycle though direct or indirect actions. This is a broad 
form of maneuver intended to gain and maintain information superiority and dominance 
and to maintain freedom of maneuver in cyberspace. Infl uencing maneuver is often used in 
conjunction with other forms of offensive maneuver. Infl uencing maneuver can be used in 
direct or indirect operations. A direct example of infl uencing maneuver could include actions 
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such as compromising command and control systems and manipulating data subtly in order 
to degrade the confi dence a commander has in his systems to slow down his decision cycles. 
Indirect actions might include feeding compromised and manipulated data to the media to force 
a desirable reaction from an enemy.  Infl uencing maneuver falls heavily in the spectrum of 
traditional information operations but makes use of cyber maneuver to accomplish its objectives.

C. Basic Forms of Defensive Cyber Maneuver
To date, defensive maneuver in cyberspace generally resembles its kinetic counterparts. 
Perimeter defences, intrusion detection, and defense-in-depth is almost identical in concept 
whether executed in a kinetic defense or in the virtual world of cyberspace and the Deceptive 
Defense is somewhat akin to an ambush, luring in an attacker although for somewhat different 
purposes. The Moving Target Defense is unique to the cyberspace and relies on technical 
mechanisms that do not have a true analogy in the physical world.

Cyber defense is often seen as being much more diffi cult than offensive operations due to what 
is perceived as an asymmetric advantage on the side of the attacker. While that is largely true, 
the proper use of defensive maneuver can offset that advantage and allow defenders to regain 
the initiative. “Cyber defense seeks to anticipate and avoid threats, detect and defeat threats, 
survive and recover from attacks. In an analogy to the OODA loop, cyber defense seeks to 
operate inside the OODA loop of the threat” [17].

1. Perimeter Defense & Defense in Depth
Line Defense is the Maginot Line of cyberspace and like this historic example; it is highly 
susceptible to maneuver. The line defense is used by many organizations who spend resources 
protecting the perimeter of their network with fi rewalls, intrusion detection systems and other 
defensive measures but leave the interior of their networks relatively undefended. Defense in 
depth is mitigation strategy that attempts to mitigate the vulnerabilities of the line defense by 
hardening the interior of the network and individual systems as well. While defense in depth is 
a more effective strategy than a line defense, both these defensive formations suffer from the 
fact that they are fi xed targets with relatively static defenses which an enemy can spend time 
and resources probing for vulnerabilities with little or no threat of retaliation.

2. Moving Target Defense
The Moving Target Defense, unlike the line defense discussed above, does not attempt to 
create impenetrable defensive rings to prevent attacks and protect resources. Instead, this 
form of defensive maneuver uses technical mechanisms to constantly shift certain aspects of 
targeted systems to make it much more diffi cult for an attacker to be able to identify, target and 
successfully attack a target. A Moving Target Defense attempts to “create, evaluate and deploy 
mechanisms and strategies that are diverse, continually shift, and change over time to increase 
complexity and costs for attacker, limit the exposure of vulnerabilities and opportunities for 
attack, and increase system resiliency” [18]. Typically, Moving Target Defenses use one of 
three methods, Address Space Randomization, Instruction Set Randomization and Data 
Randomization, to attempt to thwart attacks although other forms of system diversifi cation are 
currently being researched.
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During the 2008 cyber-attacks against Georgia, the Georgian government demonstrated a 
rudimentary form of the Moving Target Defense by relocating its primary sites on servers 
in several other allied countries. “The Georgian government took an unorthodox step and 
sought cyberrefuge in the U.S., Poland and Estonia. Within the U.S., Georgia located its 
cybercapabilities on servers at Tulip Systems (TSHost) in Atlanta, Ga., and at Google in 
California. When Estonia experienced a cyberattack in 2007, it essentially defended in place; 
Georgia, on the other hand, maneuvered” [19]. By employing defensive maneuver, Georgia was 
able to maintain key government services in the face of a massive denial of service attack which 
was largely successful against its original Defense-in-Depth strategy. 

3. Deceptive Defense
Deceptive maneuver is the cyberspace analogy to an ambush. Deceptive maneuver uses 
processes to lure an attacker in to committing actions which will reveal their methodology 
or assist the defender in attribution. An excellent example of this is the use of honeypots, 
purposely vulnerable systems designed to appeal to an attacker as an attractive target. The use 
of these types of systems can allow a defender to regain the initiative by stalling an attack, 
giving the defender time to gather information on the attack methodology and then adjusting 
other defensive systems to account for the attacker’s tactics, techniques and procedures.

4. Counter Attack
The counter attack is another form of defensive maneuver and has a direct kinetic counterpart. 
While the concept of a counter attack is relatively straight forward, the execution of a counter 
attack in cyberspace is complicated by the diffi culty of attribution and the fact that many 
attacks originate from compromised, third party systems. Taking these issues into account, 
counter attacks may prove necessary to restore critical operations even at the cost of disabling 
or damaging a compromised third party system. In situations where attribution has been 
established, the use of a counter attack can allow a defender to stall an attack and regain the 
initiative. Consider a situation in which the command and control server for a botnet has been 
identifi ed. Conducting a counter attack against such a system could disrupt a distributed attack 
and allow the defender to restore operations.

4. SOVEREIGNTY ISSUES AND CYBER MANEUVER

Sovereignty can be defi ned as a state exercising authority and control over a given area or 
geographic region. In relation to sovereignty, cyberspace is informally considered a global 
commons, similar to the sea and air domains, in that it is considered to be outside the geographic 
jurisdiction of any particular state and is an internationally shared resource utilized for trade, 
communications and other uses. Cyberspace is also described as a borderless domain, but that 
is not an entirely accurate statement and there are a number of different means that states can 
and do use to justify sovereign control of portions of this domain. 

A. Efforts to Defi ne Borders in Cyberspace
A number of states such as China have begun fi ltering content at the logical borders of their 
portion of cyberspace and in doing so have created de facto borders by exercising control 
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and authority over these virtual regions. Additionally, a number of states including the United 
States are currently exploring policies on how to defi ne national borders in cyberspace [20]. 
This makes sense in both political and military contexts since it is currently diffi cult to cry foul 
for virtual incursions when there is no formal policy defi ning what the United States considers 
to be its sovereign territory in this domain. However, individual states defi ning sovereignty in 
cyberspace have limited utility without international agreements acknowledging the right to 
sovereignty in this domain. Both the United States and Russia have publically declared that 
they reserve the right to respond to cyber-attacks using all means at their disposal to include 
traditional kinetic options. This implies that the current state of this issue is based more on 
right-by-might than any form of international consensus.

One diffi culty in defi ning borders in cyberspace is that the physical geography of cyberspace 
does not even remotely match the logical geography. Every router, switch and device upon 
which the domain of cyberspace exists is physically located within a state. One could use this as 
an argument to use state borders as a map of cyber borders. In this model, all systems residing 
inside the United States and its territories would be considered to be with the sovereign control 
of the United States and attacks on these systems would represent a violation of that sovereignty 
and a hostile act. While this may seem like a simple and straight forward way to deal with this 
issue, it would leave many US systems unprotected when you consider the logical borders of 
US systems in cyberspace. “The United States Military operates a global, logical domain (Dot 
MIL) that spans over 88 countries in over 3,500 locations. This logical domain interconnects 
with more than 20,000 leased circuits and supports over 2.8 million users” [21]. Clearly the 
United States would consider an attack by a competitor state against its military systems, 
even those residing outside the United States, to be a hostile act. Therefore, simply relying 
on physical boundaries does not fully address the issue. However, the complexity involved in 
trying to establish logical borders is insurmountable. “There is no clear-cut way to establish a 
permanent or even semi-permanent cyberspace boundary using the logical boundary approach. 
The demarcation point would be in a constant state of fl uctuation” [22]. Even with the current 
ambiguity over sovereignty in cyberspace, there are forms of cyber maneuver that could still be 
considered hostile acts and violations of sovereignty.

B. Violating Sovereignty in Cyberspace
Viewed in its current state, cyberspace resembles a vast frontier with millions of small enclaves, 
many of which are surrounded by defensive perimeters. While the Internet is sometimes 
described as borderless, this is more of a legal distinction involving “jurisdictional uncertainty 
and transcendence of international borders” [23]. In reality, the electronic perimeters of various 
enclaves do provide a version of borders that, in reference to maneuver, could have signifi cant 
importance. It would be easy for a state to claim a violation of its sovereignty based on a cyber-
attack on these enclaves, especially when these enclaves represent government or military 
organizations. The state in question has a vested interest in protecting these enclaves, and is 
exercising control and authority over them.

Consider a state which exercises positional maneuver to put a Remote Access Tool (RAT) into 
another state’s SCADA systems, especially systems associated with critical infrastructure. 
While this action has not technically damaged these systems, the presence of this tool suggests 
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a future intent to make illicit use of it in what might be a very damaging attack. This could be 
construed as a precursor to a fi rst strike. Additionally consider if a state like Iran used exploitive 
maneuver to capture information on nuclear weapons technology from Israel or the United 
States. Such maneuver could easily trigger a kinetic response given the public policy these 
states have against allowing Iran to gain nuclear weapons. While the above examples are both 
fi ctitious, both illustrate how actions in this domain could be seen as violations of a state’s 
sovereignty.

Another serious consideration in regards to sovereignty and cyber maneuver is the concept of 
neutral states. In kinetic operations, a state must generally get permission from another state if 
its maneuver will cross that state’s physical borders. How does this translate to the cyberspace 
domain when virtually any action between states will involve crossing national, international, 
state and non-state boundaries on both the physical and logical levels? Additionally, maneuver 
and attacks often involve the use of third party, neutral systems to mask attribution and provide 
the initiating state plausible deniability for the actions it initiates. Translating this to an example 
in the physical world, imagine what the United States’ response would be if Canada somehow 
managed to fi re missiles at Mexico from Texas. Yet events like this happen constantly in the 
cyberspace domain and rely on stealth and limited attribution to avoid political recriminations.

As more states begin to explore the idea of sovereignty in cyberspace, its relevance to cyber 
maneuver will continue to grow in importance. However, until some consensus is reached in the 
international community as to whether there exists a right to sovereignty in cyberspace and on 
what basis borders will be defi ned; this will remain an area of ambiguity that can be exploited 
in cyber operations.

5.  ANALYSIS AND CONCLUSIONS

The principle of maneuver remains an important warfi ghting principle in cyberspace, but 
there are signifi cant differences that must be taken into account when defi ning this concept.  
Information is the currency of warfare in cyberspace. Maneuver is used in cyberspace to position 
and apply force to attack or defend information resources much as kinetic maneuver makes 
use of key terrain in the physical world. Unlike terrain however, the capture of information 
resources can have a much more lasting impact at all levels of engagement since once exposed, 
the value of information depends on its usefulness to both the attacker and defender. This value 
can represent a short term gain such as exposure of tactical plans, or could have an impact that 
spans years such as the exposure of highly classifi ed technologies.

Like its kinetic counterpart, cyber maneuver is used to give an actor a position of advantage 
over its enemies. Unlike kinetic maneuver, it is also highly applicable to adversaries and 
competitor states, even if those states are political allies. Cyber operations have not been 
limited to enemy states battling each other.  Allied states with competing economic and political 
agendas are undoubted using these tools to secure competitive advantages. Proper use of cyber 
maneuver allows a force to maintain freedom of action in the cyberspace domain and can lead 
to competitive advantages in economic, political and military strategies.
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Initiative is vitally important to cyber maneuver since actions are far quicker than reactions 
in this domain. Losing the initiative in cyberspace can leave a force paralyzed as it tries to 
apply human analysis and decisions to actions that are happening at machine speeds. Unlimited 
operational reach combined with non-linear effect compound this issue and add to the 
complexity faced by decision makers when reacting to enemy maneuvers.

Sovereignty issues will play an important role in cyber maneuver as various states and the 
international community try to come to some consensus on whether the concept of borders 
are applicable to cyberspace and if so, how to defi ne them.  Current diffi culties in determining 
attribution for attacks combined with legal ambiguity make it advantageous for attackers 
to operate outside their parent state’s sovereign systems. Attackers have a vested interest in 
dispersing attack sources; however, this could potentially present some signifi cant issues since 
it involves launching attacks from systems belonging to enemy, neutral, or even allied third 
parties. So long as the current status quo remains, this type of attack pattern will probably 
remain prevalent and cyber maneuver will take this into account. Should attribution become 
easier due to technology changes, or should the international community come to terms with 
sovereignty issues in cyberspace, this could lead to signifi cant changes in how maneuver is 
conducted in cyberspace, especially in regard to use of third party systems as jump off points 
for attacks.

One of the most dominant characteristics of maneuver in cyberspace is the fact that blatantly 
hostile acts are often accomplished with little or no recrimination against the initiator due to 
anonymity and the diffi cult of attribution. In many cases, similar acts in the physical world 
would be easily considered acts of war. Consider the Stuxnet virus which is thought to have 
disabled or damaged approximately 1000 centrifuges at the Natanz Nuclear Facility in Iran 

[24]. Outside of accusations in the media, Iran has done little in the way of retribution for this 
attack. Had this attack been carried out kinetically, it is very likely that it would have resulted 
in retaliation against the initiating state although what form that retaliation would have taken 
remains open to debate.

As states around the world are building and developing cyber warfare programs, understanding 
how the principles of war apply to this new warfi ghting domain becomes increasingly important 
since it is these principles that strategists and theorists use to develop strategy and doctrine. 
Maneuver has a critical role in this doctrine since maneuver is an integral tool that supports 
and enables other warfi ghting functions and principles. Maneuver is used to build mass, bypass 
strength, exploit vulnerability, gain and maintain the initiative and exploit success to achieve a 
state’s tactical, operational and strategic objectives. While maneuver in cyberspace is uniquely 
different than its kinetic counterparts, its objective remains the same, to gain a position of 
advantage over a competitor and to leverage that position for decisive success. It is therefore 
important to continue to study and defi ne the evolving principle of maneuver in cyberspace to 
ensure the success of operations in this new warfi ghting domain.
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Countering the Off ensive 
Advantage in Cyberspace: 
An Integrated Defensive 
Strategy

Abstract: Current accepted wisdom in cyberspace is that the attacker has the decisive 
advantage. The number of detected intrusions across public and private networks is increasing 
at an alarming rate, while the costs to defend against these intrusions are rising exponentially. 
Today’s best cyber security costs nearly ten times as much as the malware it is designed to 
protect against. This strategy is unsustainable. Drawing from defensive strategies used in other 
domains, this paper will offer an integrated defensive strategy for cyberspace that could even 
yield a decisive advantage over the offense.
An integrated defense begins by fi rst trying to avoid the attack by actively dispersing the 
networks and information using IP and frequency hopping, data fractioning, cloud dispersal, 
and steganography. Second, an integrated defense includes hardening the infrastructure and 
date using encryption and shielding of electronic components. Finally, an integrated defense is 
able to detect and respond to intrusions and attacks. This requires an accurate and continuously 
updated awareness of the network’s confi guration and activity as well as the ability to recover 
and respond to the attack.

Keywords: defense, maneuver, dispersal, encryption, hardening, detection

1. INTRODUCTION

On the morning of Nov 17, 1917, the British commenced an attack against the Germans in a 
little town of Cambrai. This battle marked the fi rst time tanks, artillery, infantry, and aircraft 
were combined in a coordinated, synchronized campaign to outmaneuver the heavily fortifi ed 
defenses of World War I trench warfare. Twenty-two years later, the Germans used those same 
technologies and capabilities to sweep across Europe with a revolutionary concept of warfare 
they referred to as Blitzkrieg. By organizing these very different combat arms into a combined 
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form of maneuver warfare, the Germans were able to defeat the most sophisticated—and 
expensive—defensive system in the world, the French Maginot Line. The failure of the Maginot 
Line to withstand the German attack was primarily the result of a static defensive strategy that 
did not anticipate the speed of maneuver Blitzkrieg would be able to achieve on the battlefi eld.

Today’s current cyber defenses suffer from a similar lack of fl exibility and maneuverability. 
Like the Maginot Line, today’s cyber defenses are not failing due to a lack of new technologies. 
In fact, suffi cient capability and technology exist today to counter and possibly reverse the 
advantage of the attackers. Instead, today’s cyber defenses are failing because they lack the 
organizing concepts that can integrate current capabilities into a fl exible and adaptive strategy. 
From a military point of view, the ability to organize and integrate capabilities to achieve specifi c 
objectives is known as the operational art of war. Commanders and operational planners bring 
together various capabilities and tactics and integrate them into lines of operation designed 
to achieve specifi c operational objectives that ultimately contribute to the overall campaign 
strategy. Drawing from defensive strategies used in other domains, this paper will offer an 
integrated defensive strategy for cyberspace.

The fi rst section of this paper provides a description of cyberspace that will become the basis 
for crafting a defensive strategy. The next section will then review defensive concepts from 
other domains and introduces four principles of an integrated defensive strategy. The remaining 
sections will then apply these four principles to cyberspace to illustrate how an integrated cyber 
defense could be implemented. The paper concludes with a brief discussion on the critical next 
steps that should be pursued.

2. CYBERSPACE

Before introducing new ways to improve the defense, we must fi rst understand what we are 
defending, why we are defending it, and where we are defending it. Even though cyber is 
most often used as a metaphor for the internet, computers, or hacking in general, a more 
useful understanding of cyberspace is refl ected in the United States Department of Defense 
defi nition [1]. “Cyberspace is a global domain within the information environment consisting 
of the interdependent network of information technology infrastructures, including the Internet, 
telecommunications networks, computer systems, and embedded processors and controllers”. 
From this defi nition, we see that cyberspace is a variety of networked systems that were created 
by connecting electronic components using signals (electromagnetic energy) and software. 
More importantly, cyberspace was created so that we could more easily and rapidly create, 
store, modify, and transfer data and information. This description of cyberspace allows us 
to distinguish the place—cyberspace—from the activities that occur within that place. The 
principle roadblock to gaining greater understanding of warfare and competition in cyberspace 
has been simply confl ating the networks with their functions. What we do with networks is 
fundamentally different than the network itself. 

So, we must distinguish between cyberspace and how cyberspace is used. The pervasiveness of 
networks and the number of systems and functions that now rely on the rapid transfer of data is 
a testament to how important this new “terrain” has become. While networks vary signifi cantly 
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from one another by the type of hardware, software, or signals that are used to create the 
connections, they all exist for essentially the same reason; to improve and increase our ability 
to transfer data and information. Thus, we are interested in not only protecting our ability to 
access and use cyberspace, but more importantly we want to protect the functions and data that 
are resident in cyberspace. These are not the same thing and protecting them may require very 
different approaches. 

One way to increase our understanding of the difference between place and function is to draw 
from theoretical treatises concerning other domains. For example, Julian Corbett [2] offers an 
elegant theory on naval warfare to include a perspective on the sea domain. Due to the lack 
of differentiation between information and cyberspace within the literature on information 
warfare, a key principle of warfare has been misunderstood—control of the operational domain. 
Julian Corbett describes this as the “object” of warfare. Regardless of the domain, the object 
of warfare in that domain is the attainment of some level of control over access and use of the 
domain. Corbett describes the principle most clearly in his discussion of maritime strategy. 
“The object of naval warfare must always be directly or indirectly either to secure the command 
of the sea or to prevent the enemy from securing it.” Other theories also describe a requirement 
for controlling the domain fi rst and then using it to achieve other objectives. Giulio Douhet [3] 
identifi ed achieving “command of the air” as the fi rst priority and the reason a nation needed 
an independent air force. In modern military doctrine, and in particular Air Force doctrine, this 
principle is often described as superiority. 

A signifi cant difference, however, from the other domains is the fl exibility of the terrain 
in cyberspace and the lack of requirement to defend specifi c terrain. In other words, cyber 
defenses are not bound by territory. Rather than defending a piece of territory or area of 
airspace, cyber defenses are concerned with protecting content and function. If organized, 
planned, and exercised properly, any compromised component of a network could be isolated 
and even discarded while the functions and data continue to exist in the remaining elements or 
are rerouted to new infrastructures. This means cyber defense can become just as agile as the 
offense. This unique characteristic of cyberspace should fi gure prominently in any integrated 
defensive strategy. 

3. INTEGRATED AIR DEFENSES

In the period between the Battle of Cambrai and the deployment of Blitzkrieg warfare, the 
necessary technology had already been discovered. Yet only the Germans had adopted this 
new form of maneuver warfare. The innovation did not come from new technology, but from 
employing new concepts of operation that integrated existing technologies to achieve greater 
speed and agility on the battlefi eld. The Germans developed and practiced a combined arms 
approach to create synergy between the tank, infantry, air, and artillery components that resulted 
in a maneuver advantage that was diffi cult to overcome in the early years of World War II. In 
the same way, suffi cient technologies exist today to overcome the offensive advantage that is 
overwhelming current defenses. As Paul Williams [4], executive director of security services for 
White Badger Security, confi dently claimed when asked at a recent conference about Stuxnet, 
“There’s absolutely no way it would have happened with just a reasonable dose of off-the-shelf 
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commercial technology.” This “reasonable dose”, however, needs to be employed using an 
integrated operational concept in order to be effective against a maneuvering adversary.

Similarly, the tragedy of Pearl Harbor was that we were not ready to fi ght through an attack. 
With no warning of attack, aircraft parked closely together on open taxiways, and aircrew not 
prepared to respond immediately, the Japanese easily and swiftly destroyed most of the combat 
capability located at Pearl Harbor. Since that time, militaries have responded to the potential 
devastation that could be suffered from an air attack by developing integrated air defenses. 
Everywhere in the world, countries with suffi cient resources have built integrated defensive 
systems based on a layered and responsive approach. With the United States military, despite 
the fact that no bases, or ground forces for that matter, have come under attack by aircraft in 
more than fi fty years, the Air Force still trains as if they will.

An integrated defense begins with radar capable of detecting the threat to potentially provide 
early warning and direct a response against the attacker. The defense uses these warning and 
detection systems to cue aircraft fl ying defensive combat air patrols as well as surface to air 
missiles to counter the incoming attack. In preparation for the possibility that at least one 
attacker will get through, buildings and aircraft shelters are hardened, and personnel are trained 
on how to conduct rapid runway repairs. In addition, aircraft, support equipment, and even 
the runways, are dispersed to increase the number of targets and decrease the likelihood that 
any single attack could wipe out all capabilities. Finally, aircrews are trained to scramble and 
get their aircraft airborne as soon as possible. Applied to cyberspace, this means developing 
network sensors, offensive responses, and protection and recovery procedures for critical data 
and operating systems. More importantly, this means exercising and training for the eventuality 
of an attack.

4. INTEGRATED CYBER DEFENSE

During World War II, a key objective of the Allies was to secure the transfer of critical parts and 
supplies. In the face of a persistent German campaign, this meant at times actually escorting 
some of the ships with cruisers and submarines. The U.S. Navy did not try to secure all the sea 
lanes, all the time. In fact, there were certain aspects of the ocean that the Germans had free 
access to all the way up to the coast of the United States. Not all data is critical, and not all 
networks need to be secured. The key is ensuring that the mission can be accomplished. This 
concept of mission assurance is gaining traction throughout the military, but there is still a lack 
of operational concepts [5]. The following sections will describe each aspect of an integrated 
operational concept to improve cyber defenses.

A. Dispersal
When considering how to disperse forces and capabilities, we must once again fi rst identify 
what we are dispersing and distinguish that from where we are dispersing it. Some networks 
are purely functional and do not directly affect information, while other networks exist only to 
store data and information. In the fi rst case, we want to disperse the functions of the network, 
while in the latter, we want to disperse the data or information. The purpose in both instances 
is to make targeting that much more diffi cult for an adversary.
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When dispersing the network, all aspects of the network environment must be considered for 
dispersal. Operating systems can be dispersed as virtual machines within the network or outside 
the network to mitigate a software attack. Communication lines, both wired and wireless, can 
be dispersed by increasing the number of fi ber lines available or by using a greater range of 
frequencies of electromagnetic energy to transmit the data. Hardware components can also be 
distributed across multiple platforms to reduce the possibility that any one system becomes a 
single point of failure for the entire network.

For example, the recent STUXNET case highlighted the vulnerability of SCADA devices with 
only one algorithm for controlling a critical process. Keith Stouffer, Joe Falco, and Karen 
Scarfone [6] suggest a possible solution is to disperse functionality within the integrated 
control device. “Maintaining functionality during adverse conditions involves designing the 
ICS [integrated control system] so that each critical component has a redundant counterpart. 
Additionally, if a component fails, it should fail in a manner that does not generate unnecessary 
traffi c on the ICS or other networks, or does not cause another problem elsewhere, such as a 
cascading event.” The objective is to build resilient and survivable control systems through 
automated sensors, pre-established algorithms, and defi ned responses.

Similarly, storing complete sets of data and information in a single location simplifi es that 
attacker’s problem and in some cases even singles out the information as being more important. 
Cloud storage solutions offer the possibility of hiding data and information by placing it in a 
noisier environment. Ken Sorrels [7] argues that we need to inventory the functions and content 
of the network and then segment them off into different areas based on characteristics like 
confi dentiality, integrity and availability. “This keeps an entire system from being at risk when 
a certain zone is breached.”

Just as camoufl age and decoys are effective ways to disguise the location of physical targets, 
so the expanding number of storage solutions presents an opportunity to disperse and hide 
information and functions resident in the network. The ability to disperse also provides an 
added benefi t of increasing confi dence levels in the veracity of the information. The more the 
information is fractioned and dispersed, the less likely an adversary will be able to corrupt or 
deny access to all of that information. Again, this is where it is important to understand and 
prioritize the information on the network or the functions the network is supporting.

For some information, the content is more critical than how quickly it can be accessed, while 
other information is only useful at a specifi c time and moment. For example, a fl ight of F-22s 
connected by a tactical data link share situational and targeting data that is time sensitive and 
often very perishable. What is most critical is that the data is received on time and in the format 
that is required to complete the kill chain.1 The more perishable the data becomes, the more 
important timely reception of the data becomes. This places less emphasis on securing the 
signal, and more importance on ensuring suffi cient pathways to deliver the data.

Rather than transmit data across a single, highly encrypted frequency (or narrow band of 
frequencies) that simplifi es the adversary’s detection and jamming problem, the data link 
and the data being transmitted should be dispersed across a range of frequencies within the 

1 The military has codifi ed the chain of events required to acquire and target an adversary. The kill chain is 
summarized by the phrase “fi nd, fi x, track, target, engage, assess” or the acronym F2T2EA.



202

electromagnetic spectrum. This type of spectral agility was explicitly identifi ed in a recent 
military report [8] that identifi ed the requirement for “jam-resistance, low-probability-of-
detection/ intercept, and cyber resilience in the increasingly congested spectrum environment 
and increasingly contested electronic warfare environment.” This accomplishes two things: 
fi rst, the likelihood that an adversary can detect and then target each of the signals is decreased; 
and second, the veracity of the data is increased because an adversary must intercept and alter 
each instance of the data that has been transmitted. A simple voting scheme that compares 
each of the transmissions of the data can be used to verify the validity of the information that 
the other aircraft is receiving. In this case, nothing about the network or the data has to be 
“secured” because the information is perishable and of little use beyond that instance of time. 
Instead, dispersal of the signal and the data preserves the ability to transmit and receive data 
with increased confi dence that the data has not been compromised.

In other cases, the same fl ight of F-22s may be sharing positional information of the formation 
available on the same tactical data links that could compromise the mission if intercepted by 
an adversary. The challenge then becomes one of securing the information and ensuring its 
availability to all members of the fl ight. This will require some level of encryption of the data, 
but not necessarily for the network itself. The point, once again, is we have to fi rst identify and 
prioritize the data and functions that are dependent on the network and then choose the most 
effective way to distribute them using a combination of hardware, signals, and software.

B. Hardening
In addition to dispersal, the functions of the network and the information resident in the network 
need to be hardened. Dispersal increases the probability of avoiding the attack, while hardening 
increases the probability of surviving the attack. Again, existing technology is available that 
could be used to decrease the likelihood of an attacker accessing a network or affecting the 
contents of the network. While public key encryption is increasingly being used, the use of hash 
and private key encryption for information stored and transmitted on their networks needs to 
increase as well. Rather than trying to secure every network or computer system, businesses and 
organizations need fi rst to prioritize their networks and information and then apply appropriate 
levels of encryption to ensure operating systems, data, and automated commands are not 
compromised.

Available encryption practices and an extensive number of software solutions can radically 
reduce the vulnerability of data and operating systems. For example, IBM has developed a 
secure processor chip that protects the operating system from physical or software attacks with 
no known compromises after fours years and millions of chips operating word wide [9]. Despite 
this success, not all encryption methodologies will be perfect all the time. In the most sensitive 
networks, containing the most sensitive data, encrypting across all aspects of the network 
adds layers of defense that greatly compounds the attacker’s problems. Potentially, encryption 
methods could also incorporate steganography to further hide or disguise data or software even 
while it is being hardened through encryption.

For some networks, the hardware will need to be protected against electronic attack or persistent 
intrusion sets. In both cases, there are current and emerging technologies which can increase 
the resiliency of chips, processors, and control devices from malicious attacks. During the 
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Cold War, electronic components that could potentially be exposed to an electromagnetic pulse 
following a nuclear detonation (i.e., navigation and communication components on a B-52 
bomber) were specifi cally designed to survive such a situation. In an effort to increase the speed 
of our chips and processors, these components have become even more vulnerable to some type 
of electromagnetic inference. While costs and weight clearly prohibit the hardening of every 
component within a network, there are ways to harden the most critical components.

When combined with dispersal, the chances that an attacker will be able to affect the data or 
the functions of the network are signifi cantly reduced. In fact, the cost and time required to 
attack networks confi gured with these defenses will likely deter most potential attackers. Still, 
a determined adversary will get through eventually, such that an integrated defense must have 
the ability to detect the intruder and then respond.

C. Detection
At no time in the history of warfare has any commander had perfect awareness of the battlespace. 
Despite our best efforts to gain “information dominance” it will always elude us. Fog, friction, 
and uncertainty are fundamental characteristics of war that we may be able to mitigate in some 
circumstances, but never completely eliminate. Instead, our objective is to anticipate and 
prioritize those situations and locations where we require the absolutely best awareness we can 
acquire. This is true for cyberspace as well.

During the interwar period, fear of an attack from the air spurred several nations to bolster their 
nascent radio wave detection research program to improve their ability to detect an incoming 
air threat. The effi cacy of building an elaborate detection network was put on display during 
the Battle of Britain. Their effort focused on detecting the threat as far away as possible, 
concentrating on the most probable avenue of attack. Similarly, in the early days of the Cold 
War, the United States used Ballistic Missile Early Warning sites to detect incoming Soviet 
intercontinental or submarine launched nuclear ballistic missiles. Physics determined the limited 
number of ways the Soviet Union could employ ballistic missiles against the US which in turn 
determined the number, type, and location of sensors we would have to build. Initially, only 
three sites were required to give adequate coverage against the threat. In both cases, geography, 
threat, and response time determined the type of detection required to defend against an attack.

Current efforts in cyberspace have focused heavily on Intrusion Detection Systems to identify 
when a network has been compromised. Unfortunately, while these sensors are necessary, they 
do not provide suffi cient response time to react to a malicious attack. Ultimately, we would 
like to conduct deep packet inspection as far away from our network as possible, potentially in 
an isolated environment. Several technologies hold promise for conducting this type of early 
warning.

Still, at some point, network security will be breached. Just like there are no perfect radars or 
fences, there are no perfect intrusion detection systems that will detect 100% of the intrusions. 
For that reason, it is not suffi cient to simply scan the borders of the network. Williams [4] suggests 
that the real damage of an intrusion is caused by the widespread and silent compromising 
of a system. “Organizations must monitor their systems for changes in connections between 
computers and servers, as well as patterns of mutations that seem to spread on their own.” 
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Understanding the confi guration of the network and the types of communication taking place 
on the network is a critical aspect of any defense.

Many “closed” networks operate under the assumption that whoever is on the network is 
authorized to be there. Situational awareness of the network becomes even more important for 
a “closed” network because of the sensitivity of the information on the network or the critical 
function it supports. For example, no matter how secure or “closed” the nuclear command and 
control network becomes, the possibility always remains that someone will get in. As networks 
proliferate and integrate, the ability to access a system undetected becomes easier. These types 
of critical networks require constant validation of all activities and processes occurring on 
every device within the network. Obviously, this is no small feat especially considering that 
these types of scans will compromise speed without a corresponding increase in computational 
capacity. Still, a mobile and active defense demands this level of situational awareness in order 
to respond to the intrusion threat.

D. Recover and Respond
Even the most sophisticated air defense systems are breached and facilities attacked. Stealth 
aircraft and advanced electronic warfare capabilities can be used to effectively blind the 
defense. In the same way that there are no perfect defenses against illegal border crossings or 
stealth aircraft, our networks will never be perfectly secured. With enough determination, an 
adversary will eventually defeat any defense, especially if it remains static. Like other types of 
defenses, we must anticipate the possibility that someone will eventually get into even our most 
secure networks. If done suffi ciently, hardening and dispersal, will mitigate, if not defeat all 
together, the initial effects of most attacks. However, the adversary will adapt and the defense 
must react quickly. Once the network is breached, it becomes imperative to recover from the 
damage, fi nd the threat, and respond. 

Unlike any other domain, cyberspace can be redesigned. IP addresses can be changed, signals 
disrupted and new connections established, and routers, servers and switches taken off line 
while new ones are brought on.  By reconfi guring the network and possibly moving data and 
functions to new segments or even new networks, cyberspace has the potential to be the most 
fl exible and adaptive domain of warfare. For example, when components cannot be hardened 
against an electronic attack, alternate systems need to be available so that the network can 
be reconfi gured or the data and functions rapidly moved to another network. Again, this is 
a capability that exists today. A recent study [10] demonstrated the ability to rapidly move 
functions across heterogeneous operation systems and platforms. 

Maneuver warfare involves moving in relation to the adversary and conducting integrated 
movement across multiple domains [11]. Moving in relation to the adversary requires 
understanding the characteristics and physics of cyberspace as well as how a potential 
adversary uses cyberspace. At a tactical level, understanding movement in cyberspace means 
fi rst understanding what is moving and how it is moved. Earlier, cyberspace was described as 
the place where data is created, stored, modifi ed, and exchanged. What is moving is the data and 
how it is moved is through signals and electronics. Movement in cyberspace is accomplished by 
modifying either the signal (wireless or wired) or the software and hardware that manages the 
signal. If an adversary is targeting a particular signal frequency or internet protocol address to 
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disrupt or attack the data, then moving to a different type of signal or IP address would counter 
his attack tactically.

These concepts were recently summarized by a former chief scientist of the United States Air 
Force. In his fi nal report [8], he concluded that a fundamental shift from protection to mission 
effectiveness would emphasize “technologies such as IP hopping, network polymorphism, 
massive virtualization and rapid network re-composition that can make cyber systems 
inherently resilient to intrusions entering through the network layer. These convert the currently 
static network layer into a highly dynamic one, in which the hypervisor mapping between the 
hardware and functional layers changes constantly in a pseudo-random way, perhaps hundred 
of times every second. A cyber adversary who fi nds vulnerabilities in the physical layer thus 
has virtually no time to use them for mapping the network before its topology has changed.”

5. ANTICIPATING THE FUTURE

The current offensive advantage results from the ability to maneuver against a network 
combined with rapidly adaptive tools to attack networks and information. Current defense 
measures just simply cannot be prepared for the unknown and seemingly limitless ways to 
penetrate and attack a network. Increasingly, the most vulnerable networks are mobile. This 
past year, more smart phones were sold in the world than personal computers. This trend will 
continue across all types of networks; private, commercial, government and military. In fact, 
the US military is currently making plans to extend command and control infrastructures and 
increase access to information—including classifi ed information—by distributing smartphones 
and tablet devices to individuals operating throughout the battlefi eld [12]. Even some of the 
newest satellites being tested are nothing more than smart phones placed in a box and launched 
into space [13]. Governments and private industry are exploring ways to use smartphones to 
build on orbit communications and sensor networks. 

This expansion of network capability will provide a greater tactical and operational advantage, 
but also risks introducing even more vulnerability to the battle networks. The rapidly changing 
confi guration of these highly mobile networks will be both a blessing and a curse for attackers 
and defenders. Implementing dispersal and hardening techniques however, could achieve a 
level of agility and protection for these types of networks that could result in an advantage 
for the defender rather than the attacker. In the same way that highly mobile, integrated air 
defense systems present a formidable challenge to attacks from the air, so too can data and 
communication networks achieve a similar level of capability.

One way to gain a position of advantage, particularly against a superior adversary, is to move to 
where he is weakest. This indirect approach applies force against an adversary’s vulnerabilities. 
The social use of cyberspace represents another vulnerability but also an opportunity. 
Identifying who is part of an organization and their relation to others inside and outside the 
organization is essential to developing access to that organization. Prior to the explosion of 
information technology, this attack method was primarily conducted by covert agents who co-
opted a member of organization to gain access and information. The ultimate covert action was 
to gain membership to the organization so that information could be accessed directly. Once 
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inside, they would have varying degrees of access to different types of information or even 
sensitive assets. 

The prevalence of email and social networking sites make cyberspace an ideal medium to gain 
access to an organization. Unlike strangers, people who use information systems tend to trust 
the information they are presented. At the moment, it is relatively easy to deceive people in 
cyberspace and gain their trust. Further, the designed openness of social network sites introduces 
vulnerabilities to any organization’s network. While social networking sites are typically 
riddled with malware and simply should not be accessed from mission critical systems, there 
is an opportunity to use these same vulnerabilities to expose potential adversaries. Confi guring 
honey-pot networks using virtual machines, networks, and even cloud environments, may offer 
some ways to gain early warning of an attack and adversary techniques.

6. CONCLUSION

Suffi cient capabilities exist today to counter the offensive advantage in cyberspace. What 
is lacking is an operational concept that can organize and integrate these capabilities into a 
posture that makes the defense more capable than the offense. This paper has introduced an 
integrated cyber defense strategy that increases network resiliency by dispersing and hardening 
the functions and data resident on the network. This includes taking advantage of network 
diversity to further complicate an attacker’s problem. In addition, the defensive strategy relies 
on detecting the threat and adopting recovery procedures to respond the eventuality that a 
network will be breached. Together, these four characteristics of a integrated defensive system 
increase the strength of the defense and may even yield an advantage against the offense.

The uniquely dynamic nature of cyberspace, however, will ultimately shift the balance in favor 
of the defense. Highly mobile and hidden systems are extremely diffi cult to target. Despite the 
highest priority given to the mission, coalition forces were largely unsuccessful in eliminating 
the SCUD threat in Iraq during DESERT STORM. The Iraqi systems were easy to move and 
disguise which made them virtually impossible to fi nd and target. Cyberspace has even more 
potential to be highly mobile allowing the defense to stay one step ahead of the offense and 
avoid an attack outright. 

Networks continuously change and this change can be incorporated into a defensive strategy. 
The tactical advantage in cyberspace goes to those countries that can increase the speed 
and agility of their networks through more precise timing and increased processing power. 
However, the ability to rapidly establish, reconfi gure, and distribute networks as well as the data 
and functions on the network will yield the strategic advantage in cyberspace.
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An Analysis For A Just 
Cyber Warfare

Abstract: This article focuses on the ethical analysis of cyber warfare, the warfare characterised 
by the deployment of information and communication technologies. It addresses the vacuum 
of ethical principles surrounding this phenomenon by providing an ethical framework for the 
defi nition of such principles. The article is divided in three parts. The fi rst one considers cyber 
warfare in relation to the so-called information revolution and provides a conceptual analysis 
of this kind of warfare. The second part focuses on the ethical problems posed by cyber warfare 
and describes the issues that arise when Just War Theory is endorsed to address them. The fi nal 
part introduces Information Ethics as a suitable ethical framework for the analysis of cyber 
warfare, and argues that the vacuum of ethical principles for this kind warfare is overcome 
when Just War Theory and Information Ethics are merged together.

Keywords: cyber warfare, information ethics, Just War Theory

1. INTRODUCTION

During the past two decades, information and communication technologies (ICTs) proved to be 
a useful and convenient for war waging, so much so that they have been deployed in most of the 
confl icts since the second Iraq’s war.2 The military deployment of ICTs has radically changed 
the way wars are waged nowadays. It has actually determined the latest revolution in military 
affairs, making the cyber space the fi fth domain of war, along with land, sea, air and space.

The informational turn in military affairs is not of exclusive concern of the militaries; it also 
concerns ethicists and policymakers. For existing ethical theories of war and national and 
international regulations struggle to address the novelties of this phenomenon. This article 
is devoted to develop an ethical analysis of cyber warfare (CW), with the twofold goal of 
overcoming the theoretical vacuum surrounding this phenomenon and of providing the 
grounding for an ethical regulation for CW.

The proposed analysis rests on the investigation of CW proposed in (Taddeo 2012), which 
highlights the informational nature of this phenomenon as well as its relation to the so-called 
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Information Revolution. In this paper it will be argued that Just War Theory (JWT) is a necessary 
but not suffi cient instrument for the ethical analysis of CW. It will be maintained that analysing 
CW through the lenses of JWT allows for unveiling the fundamental ethical issues that this 
phenomenon brings to the fore, but that attempting to address these issues solely on the basis of 
JWT will leave them unsolved.

The thesis will be advanced that the problems encountered when addressing CW through 
JWT are overcome when the latter is merged with Information Ethics (Floridi 2008). This is a 
macro-ethical theory developed to take into account the features and the ethical implications 
of informational phenomena, like internet neutrality (Turilli et al. Forthcoming), online trust 
(Turilli et al. 2010), peer-to-peer (Taddeo and Vaccaro 2011) and CW. The goal is to develop an 
ethical analysis of CW able to take into account both its peculiarities and its novelty, while at 
the same time be consistent with the mainstream ethical analysis of warfare.

Having delineated the path of the analysis proposed in this article, we shall now begin by 
considering in more details the nature of CW.

2. CYBER WARFARE

For the purpose of this article CW is defi ned as follows:

“[Cyber] Warfare is [the warfare grounded on certain] uses of ICTs within an offensive or 
defensive military strategy endorsed by a state and aiming at the immediate disruption or 
control of the enemy’s resources, and which is waged within the informational environment, 
with agents and targets ranging both on the physical and non-physical domains and whose 
level of violence may vary upon circumstances”, (Taddeo 2012, 114).

This defi nition highlights two aspects of CW, its informational nature and its transversality3. 
The informational nature of CW is a consequence of the fact that this kind of warfare rests on the 
military deployment of technological artefacts devoted to elaborate, manage and communicate 
data and information. With this respect CW shows to be related to the so-called Information 
Revolution. 

The Information Revolution is a multi-faced phenomenon. It rests on the development and 
the capillary dissemination of the use of ICTs, which have a wide impact on several of our 
daily practises, from working, to interacting with other human beings, to driving around and 
planning holidays. The dissemination of ICTs has important philosophical implications (Floridi 
2010), for the Information Revolution changes fundamentally the way reality is perceived and 
understood.

Information Revolution determines a shift, which brings the non-physical domain to the fore 
and makes it as important and valuable as the physical one. CW is one of the most compelling 
instances of such a shift, it shows that there is a new environment, where physical and non-
physical entities coexist and are equally valuable, and in which states have to prove their 

3 ‘Transversality’ is used in this article to indicate that CW cuts across any qualifying couple such as 
‘violent-non violent’, ‘civil-military’, ‘human agents-artifi cial agents’. This aspect is quite different from 
traditional warfare, which is violent, conducted by militaries and mainly by human agents.
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authority and new modes of warfare are being developed specifi cally to be deployed in such a 
new environment (Taddeo 2012).4

The shift toward the non-physical domain provides the ground for the transversality of CW. 
This is a complex aspect, and can be better grasped when CW is compared with traditional 
form of warfare. Traditional war is understood as the use of a state’s violence through the state 
military forces to determine the conditions of governance over a determined territory (Gelven 
1994). It is a necessarily violent phenomenon, which implies the sacrifi ce of human lives and 
the damage of both military and civilian infrastructures. The problem to be faced when waging 
traditional warfare is how to reduce to the minimum such damages while ensuring to overpower 
the enemy. 

CW shows to be different from traditional warfare, as it is not a necessarily violent and 
destructive phenomenon (Arquilla 1999). CW may involve a computer virus able to disrupt 
or deny access to the enemy’s database, and in so doing cause a severe damage to the enemy 
without exerting physical force or violence. In the same way, CW does not necessarily involve 
human beings. An action of war in this context can be conducted by a computer virus, targeting 
other artifi cial agents or informational infrastructures, like a database or a website (see Figure 
1). Nevertheless, CW is to be feared as much as traditional warfare, for it is transversal with 
respect to the level of violence and may escalate from non-violent to more violent forms. 
Consider, for example, the consequences of a cyber attack targeting a military aerial control 
system causing aircraft to crash (Waltz 1998). As remarked above, the transversality of CW 
with respect to the levels of violence, the nature of the agents and the waging domain is the key 
feature of this phenomenon, the aspect that differentiates it the most from traditional warfare, 
and also the feature that engenders the ethical problems posed by CW.

FIGURE 1: CW COMPARED TO TRADITIONAL WARFARE IN RESPECT TO THE COUPLES ‘VIOLENT 
AND NON-VIOLENT’, ‘CIVILIANS-MILITARIES’, ‘HUMAN AND ARTIFICIAL AGENTS’, ‘PHYSICAL 
AND NON-PHYSICAL’. THESE COUPLES ARE EMBLEMATIC OF THE KIND OF WAR WHICH IS 
WAGED AS THEY IDENTIFY

4 The USA only spent $400 million in developing technologies for cyber confl icts: see http://www.wired.
com/dangerroom/2010/05/cyberwar-cassandras-get-400-million-in-confl ict-cash/. The UK devoted £650 
million to the same purpose: see http://www.theinquirer.net/inquirer/news/1896098/british-military-spend-
gbp650-million-cyber-warfare.
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Transversality makes CW extremely appealing from both an ethical and political perspectives 
(Arquilla and Ronfeldt 1997). At fi rst glance, CW seems to avoid bloodshed and human 
commitment and therefore it liberates political authorities of the burden of justifying military 
actions to the public opinion. A more attentive analysis unveils that CW should be feared as 
much as traditional warfare as it can lead to highly violent and destructive consequences, which 
could be dangerous for both the military forces and civil society. 

For this reason, declaring and waging CW require a strict ethical regulation to guarantee its 
fairness. An analysis of CW unveiling the ethical issues that it engenders and pointing at the 
direction for their solution is a necessary step toward the achievement of such goal.  

3. JUST WAR THEORY AND CYBER WARFARE

JWT refers to war as to a violent and sanguinary phenomenon, declared by states and their 
offi cial leaders and waged by military forces. Such a scenario is quite different from the 
one determined by CW, the difference between the two forms of warfare is the origin of the 
problems arising when the principles of JWT are applied to CW. In this respect, there are three 
issues that deserve attention; they follow from the application of the principles of ‘war as last 
resort’, of ‘more good than harm’, and of ‘non-combatants immunity’ to CW.

As highlighted in (Taddeo 2012), the application of the principle of ‘war as last resort’ is shaken 
when CW is taken in consideration, because in this case war may be bloodless and may not 
involve physical violence at all. In these circumstances, the use of the principle of war as last 
resort becomes less immediate.

Imagine, for example, the case of tense relations between two states and that the tension could 
be resolved if one of the states decides to launch a cyber attack on the other state’s informational 
infrastructure. The attack would be bloodless as it would affect only the informational grid of 
the other state and there would be no casualties. The attack could also lead to resolution of the 
tension and avert the possibility of a traditional war in the foreseeable future. Nevertheless, 
according to JWT, the attack would be an act of war, and as such it is forbidden as a fi rst strike 
move. The impasse is quite dramatic, for if the state decides not to launch the cyber attack it 
will be probably forced to engage in a sanguinary war in the future, but if the state authorises 
the cyber attack it will breach the principle of war as last resort and commit an unethical action, 
which could probably be sanctioned by international regulations.

This example is emblematic of the problems encountered in the attempt to establish ethical 
guidelines for CW. In this case, the main problem is due to the transversality of the modes of 
combat, which make it diffi cult to defi ne unequivocal ethical guidelines. In the light of the 
principle of last resort, soft and non-violent cases of CW can be approved as means for avoiding 
traditional war (Perry 1995), as they can be considered a viable alternative to bloodshed. At 
the same time, even the soft cases of CW have a disruptive purpose – disrupting the enemy’s 
(informational) resources (Floridi 2008) –, which needs to be taken into consideration by 
any analysis aiming at providing ethical guidelines for CW. Even when the disruption of the 
enemy’s informational infrastructure is not achieved through violent and sanguinary means.5

5 For a more in depth analysis of the non-violent cases of CW and their assessment as acts of war or of 
espionage see (Arquilla 1998) and (Taddeo 2012).
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The second problem to be considered concerns the principle of ‘more good than harm’. 
According to such a principle, a state is justifi ed in declaring war only when the goods are 
proportional to the evils. This balance is easily assessed in case of traditional warfare, where the 
evils are mainly considered in terms of the casualties and physical damages. The equilibrium 
between the goods and the evils becomes more problematic to determine when CW is taken 
under consideration. 

CW is likely to cause none or very little casualties, and as it targets informational infrastructures 
it is unlikely to cause the destruction of physical objects, like buildings for example. Although 
it is possible for CW to turn in a violent warfare, in the most of the cases it does not determine 
physical damages, nonetheless CW may result in unethical actions. If the only criteria for the 
assessment of the harm in warfare scenario remain the consideration of the physical damages 
caused by war, then an unwelcome consequence follows. For all the non-violent cases of CW 
comply by default to this principle. Therefore, destroying a digital database or erasing a digital 
archive containing important historical records of a nation are all deemed to be ethical actions 
as they do not constitute per se a physical damage.

In the case of this principle, it is not the prescription that the goods should be greater than the 
harm in order to justify the decision to wage a war to be shaken. It is rather the set of criteria to 
assess the good and the harm, which show to be inadequate when considering CW.

The last problem concerns the principle of ‘discrimination and non-combatant immunity’. Also 
this principle refers to a classic war scenario and aims at reducing the bloodshed and prohibits 
any form of violence against non-combatants, like civilians. Its correctness is not questionable 
yet its application is quite diffi cult in the context of CW. 

In classic warfare, the distinction between combatants and non-combatants refl ects the 
distinction between military and civil society. Even if the diffusion of terrorism and guerrilla 
warfare during the 20th century weakened the association between non-combatants and 
civilians, in the case of CW such association becomes even feebler, due to the blurring between 
civil society and military organisations (Schmitt 1999; Shulman 1999).

As noted in (Taddeo 2012), the blurring leads to the involvement of civilians in war actions 
and poses two issues. The fi rst one concerns the discrimination itself: in the CW scenario it 
is diffi cult to distinguish combatants from non-combatants, wearing a uniform is no longer a 
suffi cient criterion to identify someone’s status. Civilians may take part in a combat action from 
the comfort of their homes, while carrying on with their civilian life and hiding their status as 
cyber warriors.

The second issue concerns the effects of this diffi culty in distinguishing combatants from non-
combatants and unveils an ethical conundrum. If combatants can easily hide themselves among 
the civilian population, then states may be justifi ed in endorsing high levels of surveillance 
over the entire population, thereby breaching individual rights, like privacy and anonymity, in 
order to identify the combatants and guarantee the security of the entire community. For the 
sake of these goals, public authorities could also be justifi ed in persecuting certain sections 
of the civilian population, which are profi led and deemed to be potentially dangerous for the 
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community. Therefore, on the one side respecting the principle of discrimination may lead to 
the violation of individual rights. On the other side, waiving the principle of discrimination 
leads to bloodshed and dissemination of violence over the entire civil population, because the 
policy could be endorsed to target everyone or everything a soldier encounters in her way, as 
being potentially involved in the confl ict.

It would be misleading to consider the problems described in this section as reasons to disregard 
JWT when analysing CW. The ideal of just warfare provided by JWT and its principles remain 
valid even when considering this new kind of warfare. Yet, the analysis proposed in this section 
points to a more fundamental problem, namely the need to provide an ethical framework for 
the regulation of CW able to address the novelty of this phenomenon. In the next section, 
Information Ethics will be introduced as the suitable ethical framework for this purpose. 

4. INFORMATION ETHICS 

Information Ethics is concerned with the ethical issues in which information is involved as 
a resource, as a product, and as a target (Floridi 2008a). It proposes a twofold approach: (i) 
considering the whole information-cycle, from creation, to communication and storage, and 
(ii) analysing informationally all entities involved in a moral scenario. The moral agents and 
their actions are considered as part of the informational environment to which they belong as 
informational entities themselves (Taddeo and Vaccaro 2011).

In this framework, two concepts are of pivotal relevance: Infosphere and informational 
ontology. As remarked in (Taddeo and Vaccaro 2011), the Infosphere is the totality of what 
exists. The Infosphere includes agents and objects, relations and processes, as well as the space 
within which they act. It is not to be confused with cyberspace, as it includes online as well 
as offl ine and analogue domains. Infosphere comprises e-books and trees, online websites and 
rocks, movies in digital format and the paintings on canvas.

The Infosphere is the environment in which animate and inanimate, digital and analogue 
informational objects are morally evaluated. Information Ethics endorses a universal approach, 
according to which all exiting things, i.e., not only human beings and living things, but also 
artefacts and digital artefacts enjoy some minimal and overridable moral rights (Taddeo and 
Vaccaro 2011).

This universal perspective is grounded in an ontocentric principle, according to which all 
entities, understood as informational objects, have the fundamental rights to exist and fl ourish. 
In Floridi’s words: ‘[...], any form of reality (any instance of information/being), simply by the 
fact of being what it is, enjoys a minimal, initial, overridable, equal right to exist (be left alone) 
and develop (not to be interfered) in a way which benefi ts its nature’ (Floridi 2007b).

In such a universal context, the morality of a given action is assessed with respect to the effects 
that it will have on the patients, i.e., the recipients of the action, and ultimately on the Infosphere. 
This is referred to as the patient-oriented perspective of Information Ethics, according to which, 
we can decide whether an action is evil only on the basis of a clear understanding of its effects 
on interacting patients.



215

In a nutshell, Information Ethics is an environmental ethics, which endorses an ontocentric and 
patient-oriented approach, and in which the morality of a course of action is evaluated on the 
basis of its effects on informational entities and ultimately on the Infosphere. (Floridi 2008a).

Within this framework, Information Ethics provides four moral principles that ought to be 
respected in order to preserve the well-being and continued fl ourishing of the Infosphere and 
its inhabitants:

0. Entropy ought not to be caused in the Infosphere (null law);
1. Entropy ought to be prevented in the Infosphere;
2. Entropy ought to be removed from the Infosphere;
3. The fl ourishing of informational entities as well as the whole Infosphere ought to be 

promoted by preserving, cultivating, enhancing and enriching their properties.

The concept of entropy adopted in the four laws indicates the result of any form of ‘destruction, 
corruption, pollution, depletion (marked reduction in quantity, content, quality, or value) or 
unjustifi ed closure of the Infosphere’ (Floridi 2001). Informational entropy is the evil, which 
should be avoided in the Infosphere and should be understood as a metaphysical concept, and 
it is not related to the concept of physical entropy or the use of entropy made in Shannon’s 
information theory.

Now that the ethical principles and the approach endorsed by Information Ethics have been 
described, we can focus on its application to CW.

5. JUST CYBER WARFARE

Following the ontocentric approach, all (informational) entities enjoy some minimal rights to 
exist and fl ourish in the Infosphere. As such all entities, would they be leaving things or non-
living things, physical or virtual, deserve some minimal respect. When applied to CW, this 
principle allows for considering as moral patients all the entities that may be affected by an 
action of war within CW. A human being, who suffers the consequences of a cyber attack and 
an informational infrastructure that is disrupted by a cyber attack are both to be consider the 
receiver of the moral action. The morality of that action will be assessed on the basis on its 
effect on their rights to exist and fl ourish.6

The fi rst question when considering the conditions for a just CW concerns the rights of the 
informational entities, namely what and whose rights should be preserved. The answer to this 
question follows from the rationale of Information Ethics. Information Ethics states that an 
entity looses it rights to exist and fl ourish when it comes into confl ict with the rights of other 
entities or with the well-being of the Infosphere. Therefore, any entity that causes entropy in the 
Infosphere loses its informational rights as it confl icts with the well-being of the other entities 
and ultimately of the Infosphere. It is a moral duty of the other inhabitants of the Infosphere to 

6 While assuming that all entities share some initial rights to exist and fl ourish, Information Ethics does not 
claim that there is no hierarchy among the entities. It specifi es that the rights are overridable and hence that 
an entity ceases to hold the rights to exist and fl ourish, should it contravene the well-being of other entities 
or of the Infosphere. Furthermore, according to Information Ethics, the position in the hierarchy of an 
entity depends on its contribution to the fl ourishing of the Infosphere. For a more in depth analysis of the 
criteria to override the entities initial rights see (Floridi 2008).
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remove such a malicious entity from the Infosphere, as it is a cause of entropy, or to impede it 
to perpetrate more evil.

This lays the ground for the fi rst principle for just CW. The principle prescribes the condition 
under which the choice to resort to CW is morally justifi ed:

I. CW ought to be waged only against those entities that endanger or disrupt the well-
being of the Infosphere.

Two more principles regulate just CW, they are:

II. CW ought to be waged to preserve the well-being of the Infosphere.
III. CW ought not to be waged to promote the well-being of the Infosphere.

The second principle limits the task of CW to restore the status quo in the Infosphere before 
the malicious entity began increasing the entropy in it. According to the second principle, CW 
should act only when some evil has been or is about to be perpetrated with the goal of stopping 
it. CW ought to be endorsed as an active measure in response to the increasing of the evil and 
not as proactive measure to foster the fl ourishing of the Infosphere. This is explicitly forbidden 
by the third principle, which prescribes that the promoting of the well-being of the Infosphere 
does not pertain to the scope of a just CW.

The time has come to consider how JWT can be applied to the case for CW without leading to 
the conundrums described in section 3.

6. THREE PRINCIPLES FOR A JUST CYBER WARFARE

The application of the principle of ‘last resort’ provides the fi rst instance of how JWT and 
Information Ethics are merged. The principle takes into account traditional (violent) forms of 
warfare, and it is coupled with the principle of ‘right cause’, which justifi es the resort to war 
only in case of ‘self-defence’. As much as rightful this approach is when referred to traditional 
(violent) form of warfare, it shows to be inadequate when CW is taken under consideration. The 
impasse is overcome when considering the principles for just CW. 

The fi rst principle prescribes that any entity that endangers or disrupts the well-being of the 
Infosphere loses its basic rights and becomes a licit target. Therefore, a state can rightly endorse 
CW as an early move against a malicious entity. The choice to resort to CW is furthermore 
justifi ed if it allows a state to avoid the possibility of a traditional warfare, as this one would 
determine casualties and destructions in the Infosphere, and as such it is deemed to be a greater 
evil than CW. 

A caveat must be stressed in this case; the waging of CW must comply with the principles 
of ‘proportionality’ and ‘more good than harm’. In waging CW, the means endorsed to win 
the enemy must be suffi cient to stop the malicious entity, yet they ought not to generate more 
entropy than the one a state is aiming to remove from the Infosphere. This leads us to consider 
in more detail the principle of more good than harm.
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The application of this principle is of paramount importance for the waging of a just warfare, 
would it be a traditional or an informational one. As noted in section 3, the issues concerning 
CW are due to the defi nition of the criteria for the assessment of the ‘good’ and the ‘harm’ 
that warfare may cause. Traditionally, they are defi ned with respect to the collateral damage, 
casualties, and damages to the physical infrastructures of both the parts involved in the war. 
Such criteria do not take in consideration the harm that CW may cause. 

In the case of CW, the damage to non-physical entities needs to be considered as well as the 
damage to the physical ones. More precisely, the assessment of the good and the harm should 
be determined considering the general condition of the Infosphere ‘before and after’ waging the 
war. A just war never determines greater entropy (evil) than the one that it intended to remove 
from the Infosphere in the fi rst place. Once considered in this perspective, the principle of more 
good than harm acts as corollary of the second principle for just CW. It ensures that a just CW 
is waged to restore the status quo and it never increases the level of entropy in the Infosphere.

The assessment of the entropy in the Infosphere allows also for reconsidering the application 
of the principle of non-combatants immunity to CW. Two problems accompany the application 
of this principle, the consequences of its endorsement on the individuals’ rights of privacy and 
anonymity, and the very distinction between combatants and non-combatants. The rest of this 
section will focus only on the latter issue; the former does not pertain to the scope of this paper 
and as such will not be considered here.7

The distinction between combatants and non-combatants promoted by this principle rests on 
the distinction between militaries and civilians that is inherited from traditional warfare. As we 
have seen, CW is transversal with respect to the social status of the combatants, for it does not 
require military skills to be waged. This makes problematic the application of the principle, 
which nevertheless has to be maintained as it prescribes the distinction between enemies and 
‘innocents’.

Help in applying this principle to CW comes from the fi rst principle for just CW, which allows 
for overcoming the distinction between militaries and civilians, and for substituting it with the 
distinction between licit targets and non-licit ones, the former being the malicious entities that 
endangered or disrupted the well-being of the Infosphere. 

The time has arrived to pull together the threads of the analysis proposed in this article.

7. CONCLUSION 

This article rests on the conceptual analysis of CW provided in section 2. Such analysis stresses 
the novelty of this phenomenon, its relation with the Information Revolution and argues that 
transversality is its main feature. Transversality is deemed to be the characteristics of CW that 
differentiates it the most from traditional warfare and also the one from which all the ethical 
issues posed by CW originate. 

It has been argued that, given the radical novelty posed by CW, the ethical analysis of this 

7 For an in depth analysis of this issue see (Taddeo 2012).
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phenomenon and the defi nition of the ethical principles for a just CW cannot rest solely on 
JWT. For such a theory does not provide ‘the right sieve’ for the work to do. JWT does not take 
into account the main features of CW, namely the transversality of the levels of violence, of the 
domain (physical and non-physical) in which it is waged, and fi nally the transversality of the 
nature and social status of agents who may be involved in this warfare. Yet, the article maintains 
that it would be mistaken to reject JWT altogether when addressing CW.

It is rather argued that the ideal of just warfare and the principles prescribed by JWT are still 
valid when referred to CW, and that they can be endorsed to regulate this new form of warfare 
if they are combined with a macro-ethical framework able to take into account the peculiarities 
of this phenomenon. 

Information Ethics has been introduced as a suitable ethical framework for CW. This is a 
macro-ethics, which endorses an ontocentric, patient-oriented and ecological approach and is 
devoted to address the ethical problems posed by informational phenomena. In particular, the 
ecological facet of Information Ethics shows to be extremely relevant for the purpose of the 
analysis proposed in this article, as by posing the well-being of the Infosphere as the ultimate 
good and the creation of entropy in the Infosphere as the moral evil, it provides the criteria for 
the ethical assessment of the implications of CW.

Three principles for just CW, encompassing both the rationale of JWT and of Information 
Ethics, have been provided. Such principles constitute the grounding for the development of 
more detailed ethical guidelines for CW that is for the next step of this research.
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Socially Engineered 
Commoners as Cyber 
Warriors – Estonian Future 
or Present?

Abstract: The goal of our paper is to fi nd out the readiness in Estonia to raise awareness of 
cyber security-related social engineering, especially among common people. We suggest that 
the awareness and understanding of online social engineering can raise the Estonian defence 
potential to a new level. Future cyber attacks may complement server attacks with human 
engineering and spreading misinformation in order to create incentives for treason or mutiny 
against the decisions of the state. Social engineering of information and people is one way to 
wage modern information wars. 
Estonia is probably closer than anyone else to a functioning e-society, so it is important to build 
it up as safely and trustworthy as possible, inform people about potential downsides and suggest 
solutions for them. Due to widespread adoption of various e-solutions, the Estonian situation of 
e-safety and awareness could be considered adequate, but it can also turn out to be a weakness. 
Trust in the e-government, e-police, e-tax offi ce etc. can lead to complete trust in e-channels as 
a whole, in turn creating extensive dependence on them.
We have conducted a study involving schoolchildren and ICT students, as well as members 
of the Estonian Defence League Cyber Defence Unit (EDLCDU). The fi ndings suggest a way 
to carry out related training programmes or campaigns. The recommendations are useful for 
coordinating the efforts of the four Ministries involved, addressing the crossroads of technical 
cyber security, social interaction, communication and education.

Keywords: : cyber security; social engineering; education policy

1. INTRODUCTION

Our hypothesis is that in the cyber war situation, when information is scarce and the 
circumstances are hard to understand, ordinary citizens (lay people) can turn against their 
government and critical services (e.g. public transport and infrastructure), carrying the confl ict 
over from the cyberspace into actual space – but this kind of process can be largely prevented 
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by proper policies as well as education. 

Moreover, it is possible to turn the liability into an asset, using adequately trained and motivated 
lay people as a kind of “cyber militia” to complement the efforts of “regular forces” or cyber 
defence specialists. In Estonia, this has already been partially achieved in the form of the 
Estonian Defence League Cyber Defence Unit (EDLCDU) which was founded after the 2007 
cyber-attacks after the Bronze Soldier riots [1].

We expand the term “cyber warfare” from politically-motivated attacks on systems (to conduct 
sabotage or espionage) to large-scale manipulation of information (media, government, hackers) 
and potential crowd control in this situation. We believe that understanding chain reactions in 
this area provides valuable information to governments acting in crises, SCADA (supervisory 
control and data acquisition) units and different Ministries whose responsibility should be 
raising awareness. Thus our goal is to fi nd out the public stance on the implementation of cyber 
war-related training in elementary, secondary and higher education. 

2. BACKGROUND

A. Similar Studies
The digital landscape has developed from the initial technological phenomenon into a complex 
and increasingly social one (social engineering, new applications and interpersonal trust), 
including new types of devices, applications and end-systems (e.g. iPads, Facebook, e-Banking, 
iPlayer, etc.), as well as network and infrastructure vulnerabilities (e.g. network attacks, failures 
and misconfi guration) [2]. Modern cyber-attacks have more to do with manipulating humans 
than ever [3]. 

The Information Technology education Model Curriculum still discusses whether cyber 
security should be a part of the programme or if it is something that is unique in the fi eld [4]. 
For designers of security systems it is important to understand how users evaluate and make 
decisions regarding security [5]. Ordinary people do not think about the risks at home, why 
should they be better at work? 

The Internet habits of adolescents have changed. Social behaviour, belonging and being a part 
of something is more important than ever [6]. Social engineering is considered a low-cost and 
effective form of attack because of the lack of awareness in this matter [7]. Some feel that social 
networking raises also the risk of automated social engineering, hijacking and phishing [8]. The 
weakest link is human behaviour [9], which has been largely missing from systematic analysis 
compared with other aspects of cyberspace [1].  

B. The Changing World
Robert Theobald, an American futurist, has used the term “mind-quake” to denote a situation 
where an old dominant way of thinking is overridden by undeniable new understandings 

[11]. A good illustration in a recent context is provided by Rick Falkvinge (a Swedish IT 
entrepreneur), recalling the once well-established business of selling ice for cooling foodstuff 
during summertime and its subsequent fall after electric refrigerators became available [12].
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A similar change of mentality occurred when Gutenberg introduced printing to Europe. It 
allowed people to spread knowledge and boost education. The Internet has done the same on 
an even larger scale – people are spreading the word and sharing materials etc.  The Internet’s 
main point is to spread, not to restrict, data sharing [13]. 

But as some kinds of data should not be accessible for everyone, it also leads to a possible way 
to manipulate people – one can feed them false information or sow distrust towards leaders or a 
currency etc. [14]. When this is done by governments to their own subjects, it is considered an 
internal affair (e.g. in Belarus or Syria). But when other governments or politically motivated 
groups intervene with other countries’ politics by infl uencing the residents (e.g. Nashi [15]), 
it is much more likely to be considered as a psychological/cyber-attack or a case of social 
engineering – and if it happens repeatedly it can be considered to be a cyber-war. 

Finally, there seems to be a growing need for two different terms for the current “cyber warfare” 
– one to denote cyber-attacks during military operations leading to a military objective (e.g. 
blinding enemy drones or radars) and another to refl ect the emerging tendencies that also 
relate to cyber-attacks but use humans as a primary asset (but can produce similarly effective 
outcomes to straightforward military activity). 

C. The Human Factor in Cyberwar
A defi nition of cyber war [16] states that:

•   there should be consequences in real life;
•   it is detectable afterwards;
•   there are no persistent solutions that we can rely on;
•   there are no limits to the physical distance;
•   both sides (attacker and defender) have same rights and use same tools;
•   whoever controls the opponent’s resources controls the opponent. 

In most of the current policies, the main priorities to be protected in the occurrence of a cyber-
attack are either data or hardware – to detect the intrusion and regain control of, clean and 
patch the systems [17]. On the one hand, it is understandable; the government’s main concern 
is to keep up critical services like fi nance, sustenance, medical assistance, transport, water and 
electricity, ICT services and public administration [18]. 

On the other hand, the role of patching the “human factor” has been seriously neglected. For 
example, playing with human thoughts and behaviour can incite devaluation panic (e.g. attempts 
to infl uence the Russian-speaking population in Estonia before the adoption of the euro in 2007) 

[19] or massive unrest (e.g. the Bronze Soldier affair in Estonia in 2007 [20] or similar events 
in Denmark in 2008 [21], the UK [22] or France [23]), as well as infl uence fi nancial markets or 
incite large-scale protests (Middle-East, Egypt [24]). A recent example is the infl ux of malware 
using social engineering techniques after disasters like the Japan earthquake in 2011 [25].



224

D. Psychological and Sociological Factors
There are three ideas that contribute to the possibility of mass manipulation: we are all 
connected, tend to overreact and “with the right weather conditions, all Hell can break loose”. 
So, the following points apply:

• In the age of social networking, “who knows who” has gained major importance. The 
concept of “six degrees of separation” refers to the idea that everyone is on average 
approximately six steps away. Nowadays we see it happening in real social networks 

[26]. For example, I know my country’s political leader, who knows the President of 
the US, who knows everybody. So the steps can be even less numerous [27]; 

• Positive feedback loops are well known to describe the dynamics of change in 
biological evolution. Today, the same effects are seen on the net: a small disturbance 
launches several opinions from others and the result will be greatly amplifi ed [28,29]. 
Sometimes it will not last long, but in cases of larger public interest [30,31] it can 
end up gathering to dance like Michael Jackson [32]. Essentially the same process 
worked for the Bronze Soldier riots or more currently the Arabian Spring, Occupy 
Wall Street [33] or the ongoing protests against ACTA [34];

• Nowadays the police consider weather conditions as one of the key elements to 
infl uence the risk of massive unrest. The threat is lower when it is too cold or too 
warm [35,36]. 

Kalev Leetaru, a computer scientist, has claimed that “pooling together the global tone of all 
news mentions of a country over time appears to accurately forecast its near–term stability, 
including predicting the revolutions in Egypt, Tunisia, and Libya, confl ict in Serbia, and the 
stability of Saudi Arabia [37]”. 

Putting these three ideas together, we get an explosive mix. For example, Mr. Smith hears from 
a friend’s friend that the Euro will be devalued in a few days. How would he act? When that 
information is fed to the public, how can the government be quicker and more reliable than the 
biased (as seen by many people) mass media or other Web 2.0 tools and social networks? Also 
(and perhaps most importantly), who is the enemy to blame?

E. Changes in Cyber-Warfare
Some would argue that, in recent years, the rapid development of technology has outrun the 
capability of governments to keep pace with it, while others would assume that Moore’s Law 
is still valid [38]. The intervals between technology renewals have shortened – it is common 
to have a new smartphone every year and a new computer every two years [39]. Common 
people possess adequate (and rapidly evolving) computing power which cannot be suffi ciently 
neutralised in cases of misuse or hijack. To make things worse, legislation lags far behind the 
situation and the processing queue of online crime-related cases is long and increasing [40-42].

All this makes detecting cyber incidents and forensics diffi cult; attackers evolve more quickly 
than defence [43,44]. Yet, manipulating people’s mindsets can be even more devastating than 
getting unrestricted access to a service or server. 
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In general, the countries which have recently experienced some form of cyber confl ict (e.g. 
Estonia or Russia) also tend to be more conscious in terms of related policies. The countries 
which have a strict “command line” (formal or informal) in either the government (e.g. Belarus 
or China) or a parallel structure (e.g. trade unions, CDL, diaspora, organised crime etc.) or the 
ones without strong dependence on ICT (e.g. some developing countries) are generally more 
resistant to cyber war [45].

F. The Situation in Estonia
“The Estonian way in cyber war issues is above all defence-oriented. Historically, Nordic 
Finno-Ugric tribes traditionally lived in peace with nature and neighbours. It’s a lifestyle. At 
the same time, awareness against threats (cold climate, predators etc) has always been a normal 
part of life. This way, passively defending itself against threats, adjusts itself well to the Internet 
threats. It is important to notice and keep in mind that when Finno-Ugric people say “defence”, 
it really is defence only – defending their lifestyle – and it is not including any deep hidden 
aggression or hidden agenda,” says Anto Veldre (a cyber security specialist from Estonia). 

In Estonia, raising the layperson’s awareness in e-safety belongs to the domain of the Ministries 
of Education and Social Affairs, as well as Economy and Communication. However, it has 
recently also caught the attention of the Estonian Ministry of Defence, leading to the formation 
of the EDLCDU. Adults are usually trained by universities, voluntary trainers, media, 
workplaces and also schools (via children). It is still easier to train students and teachers by 
adapting school curricula – presuming that children will grow up to knowledgeable citizens or 
maybe even infl uence their parents and grandparents.

There is a Masters programme at the Tallinn University of Technology focusing on technical 
aspects of cyber security, yet no one is currently working on the lower stages of education 

[46]. There are some efforts supported by the EU (e.g. the InSafe programme) [47] as well 
the business sector programme “Be Included!” by the Look@World Foundation, that trained 
approximately 100,000 elderly people to use the national ID card and hence increase their 
security online [48]). There is the Cyber-Defence League which harbours both IT security 
experts and military personnel, focusing on educating its members. However, the National 
Defence curriculum sponsored by the Estonian Ministry of Defence does not currently focus on 
the layperson’s cyber security awareness.

3. METHODS

We used triangulation with an interview and a survey to get better understanding of human 
behaviour and people’s attitudes towards cyber war issues in their life: 

• stage I – an interview with three cyber security experts, where we also got input to 
the stage II questionnaire from;

• stage II – the focus group study. We used the open source web application called 
Limesurvey. We collected 98 responses over two weeks;

• stage III – the results were analysed by fi ve experts (two representing education, two 
ICT, one legislation), using the group analysis method.
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Stage II focused on: students (42), 27 from secondary school, others from university (eight ICT 
related); ICT experts (25), six were EDLCDU-related; and other adults (31), 14 in education 
and two were EDLCDU-related. We used a survey with 37 questions divided into six sub-
categories: general, government and cyberspace, cyber war means, ethics, incident response and 
background information. The data was collected using the Likert scale [49] and Q Methodology 

[50] rankings, plus open questions that were mainly used for clarifi cation. 

4. RESULTS

For background information we collected the participants’ thoughts about understanding 
information from cyberspace. We found out that the most trusted channels they get information 
from are still traditional (TV, radio, newspaper – 58%). ICT specialists tend to also trust 
forums (12%), as do EDLCDU members (13%). EDLCDU members trust mailing lists (17%). 
Secondary school students (16%) are more open to online news, as are ICT specialists (11%). 
All participants trust academic texts (23%) more than any other media, including European 
(19%), local (16%), Northern (13%) and World (12%) news. It is interesting to note that even an 
informal chat with a friend (8%) is more trusted than offi cial news channels from Russia (1%). 

To understand what is perceived as cyber war and what is not, we described different scenarios 
and asked whether they are seen as such. The respondents seemed to consider it as something 
strictly related to online attacks, not real life. The term is still foggy but the main features chosen 
by respondents are: it happens online (63%), it is related to computers and the net (79%), it can 
be information distortion involving the government (65%), media (61%) and lay people (56%). 
Online piracy, massive unrest in the streets and rebellious activities on the net did not qualify.

In the next section we focused on the questions of who should be held responsible for cyber war 
and how the government should manage the problem. We found that governments are perceived 
as primary participants (90%). In addition, they are also blamed for individual people’s acts 
(44%), especially when the attack comes from that location (47%). Governments should have 
the option to ask for help from international committees (86%), use other rights under the law 
(61%) or defend themselves using cyber defence tools (86%), EDLCDU (55%) or even with the 
help of individual hackers (41%). People’s understanding and knowledge of related legislation 
is weak; 66% did not feel there is any legislation in that area at all. Also, more than 80% of the 
ICT and EDLCDU respondents claim to not have enough legal support in these issues. 

The most important thing that a government can do in a cyber war situation is to provide true, 
accurate and plentiful information. Massive unrest can be triggered when people fi nd out that 
governments have manipulated information (61%) or restricted or fi ltered Internet usage (68%). 
People might understand if the government cuts some communication in that situation (75%) 
or gives informal groups special rights to regain control online (67%). The support for the 
EDLCDU and other supporting ICT cyber specialist groups is high (72%). The respondents 
would also like to have a government database of these specialists to ask for help from (77%).

For the third and fourth sub-categories we studied people’s readiness to “go out to the streets” 
and possible chances to raise awareness in that area. Some interesting results were found among 
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the answers to the question “When internet, mobile network, electricity is unstable, ATM does 
not work, workplaces/ schools are closed, when would you start rallying in the streets or online 
(if possible)?” (see Figure 1). 100% of EDLCDU respondents answered this question that they 
would not act in any way that will cause more panic than there already is. 

The difference between summer and winter was introduced to check people”s interest towards 
more peaceful solutions (go to the beach, visit grandparents or take a vacation). In summer 
there is no constant need for electricity and homes are warm, unlike in winter where it can reach 
-20 degrees etc. However, when something happens in the winter it is much more problematic. 
The difference can also be seen in the number of days of system downtime.  The critical point 
is at days 5 to 7 when people would start going out onto the streets, before attacking shops to 
steal food. After the 10th day, some groups would start to fi nd other solutions. After two weeks 
other adults’ participation in rallying in the streets would also start to increase. 

FIGURE 1. WHEN I WILL ACT?

In the ethics section we focused on awareness training – where, when and how should it be 
carried out. 29% preferred theoretical training while the majority (71%) wanted a practical, 
hands-on approach. Practical training was relatively unimportant for secondary level students 
(59%). According to the respondents, the possibility of receiving practical training in cyber 
defence should be available to lay people (64%), CDL members (86%), university students 
(86%), secondary school students (68%) and elementary level students (40%). There were also 
implications that the training should not involve playing cyber war games (77%); the solution 
lies in building special information centres (54%) and events (53%) where people could be 
trained (e.g. in ICT security or programming). The perceived levels and locations are shown 
in Figure 2. 

This kind of awareness is deemed to be the responsibility of the Estonian Ministries (and 
their affi liates): Economy and Communication (91%), Defence (86%) and Education (49%). 
However, the Estonian reality is that awareness in this area relies rather on the Ministry of Social 
Affairs (mentioned by 15%), the Tiger Leap Foundation (responsible for ICT and innovative 
methods implementation in Estonian schools; 10%), the children’s welfare system (4%), and 
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volunteers (17%). It was also interesting that 24% of respondents expect their ISP and 17% the 
mass media to protect and advise them in this area.

FIGURE 2. CYBER WAR-RELATED EDUCATION – WHERE AND WHEN?

5. DISCUSSION

The results were somewhat expected – the ICT people have heard of cyber war, others see it 
as related only to “cyberspace and servers”. At the same time, the most crucial fi nding seems 
to be that both the lack of information and (even perceived) manipulation attempts from the 
government will raise unrest in society.

We also see a problem when the media presents news originating from “an independent research 
agency” and is believed to be reliable a priori – only a few people will search more information 
about the topic or think about how newspapers translate original texts or “lend” coverage to 
each other (making it similar to the children’s “telephone game”). It is also noteworthy that 
all information originating from Russia is considered by far the least reliable (compared to 
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the information from EU and the rest of the world). This can be at least partially explained 
by the fact that older generations learned to distrust everything Soviet (i.e. Russian) due to 
extensive (and often unreasonable) Communist propaganda during the occupation period, while 
the younger generations (especially the most active, Internet-savvy groups) developed almost 
the same level of distrust towards Russian information after the April 2007 riots.

Cyber war is in some ways like cyber bullying – it happens on the Internet and is often believed 
to be separate from real life. But as there are links between real-life bullying and cyber bullying, 
there are links between cyber war and real-life confl icts. When we see massive unrest in 
several countries, it has often started from discussions on the Internet where everybody can 
join – positive feedback takes place. It is easy to think that cyber incidents are related only to 
servers and systems, but it is important to see that these attacks are more and more related to 
information manipulation, lack of information and affecting people. 

An interesting fi nding is the fact that 77% of the respondents would support the establishment of 
a central database of cyber defence specialists (the support was even seen among the EDLCDU 
and specialist groups). The idea is controversial at best, allowing any potential enemy to target 
a specifi c resource – and in case of success would compromise a large share of national cyber 
defence capability.

In Figure 1, we see children’s dependence on online needs and quick reactions to problems. 
While adults tend to wait before acting and are more patient, youngsters usually want quick 
and simple results and are not patient. This can be illustrated by two events in Estonian history 
spanning over more than a dozen years – defending the TV Tower in 1991 [51] and the Bronze 
Soldier removal affair in 2007 – when schoolchildren and young adults were manifest in the 
streets. Young adults and students also formed the core of anti-ACTA protesters on February 
11, 2012 [52]. 

It is interesting to see that by the 10th day, ICT specialists will start searching for other ways 
than demonstration. This may be due to the awareness of the different war games and scenarios, 
which ICT specialists have already faced; resource exploration, management etc. will be of 
prime importance.

The positive feedback that amplifi es the oscillation may become problematic in such a situation, 
e.g. one person screams on the Internet and others will start to scream, then soon everybody will 
scream louder and louder. In that case rallying in the streets will happen faster and will involve 
more people.

When something related to spamming or phishing happens, people do not want to get involved, 
so usually they will not do anything, even if they see illegal things happening. When they see 
something unusual on TV (e.g. taking over the station) they will either dismiss it as a joke or 
search for additional information on the Internet to get confi rmation. 

We also see responsibility issues between awareness trainers – while one of the four Ministries 
is active, providing awareness training in the e-safety area, others are still wondering what to do 
or not to do. There is also a problem with projects which are imported from outside of Estonia 
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and do not fi t into the society. More coordinated management is needed in this area.

By raising awareness of e-safety and cyber war issues, as well social engineering, less people 
will be affected by misleading information from any channels. Trusted and open government 
is also of vital importance. Awareness training should be carried out by specialists in that very 
area, not volunteers or different generic programmes. When people are treated respectfully by 
the government sharing valid information, there will be no or less rallying in the streets during 
the next crisis.  

Education in cyber defence should be a part of national curricula at elementary, secondary 
and university levels.  An interesting fi nding was that while people would like to have more 
practical skills to defend themselves, which is also seen as an opportunity to include NGO 
or ISP in the training process, government institutions were given preference over private 
enterprises.  Establishment of information centres and the organisation of events like LAN-
parties or training camps are also considered useful.

6. CONCLUSIONS

The respondents were willing to give up some rights during a crisis, but how it should be 
regulated perhaps needs an additional analysis. When the government needs help, they are happy 
to do that, but the request for assistance must be correct and well-addressed. The government 
must also consider that clear and abundant information during a crisis is very much appreciated.

The secondary level students and young adults were more willing to act in the streets and 
on the Internet when something negative occurs. Season and weather also play a role when 
considering the risk of public unrest. Due to the use of the Internet and social networking, 
simple events will get positive feedback (outburst) and they might create a snowball effect 
before calming down. These factors should be considered by SCADA specialists.

The responding experts also pointed out problems in the legislation and forensics area. On 
the one hand, there is a lack of awareness in that area; on the other hand there is a shortage of 
experts and funding to carry out these tasks, even when something serious happens. There is no 
offi cial strategy and continuity yet to produce cyber security specialists.

The awareness training for common people should be a part of educational programmes in 
national curricula at secondary and university levels. It should be up to schools to decide how 
to execute it.  The respondents also seemed to rely on government institutions to spread the 
“word”, rather than trusting private enterprises to save the day. While the adults’ training should 
be more practical, more theory is needed at the elementary level. Thus, we call for Estonian 
Ministries to further cooperate in raising cyber defence awareness among common people.
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The Notion of 
Combatancy in
Cyber Warfare*

Abstract: The class of combatant constitutes one of the most important instrumentalities of the 
law of war. Combatant status resolves critical and enduring legal questions such as immunity 
from prosecution for warlike acts, susceptibility to intentional targeting, and, in part, treatment 
upon capture. Since the late nineteenth century, codifi cations of the international law of war 
have included criteria for combatant status keyed to ensuring desirable battlefi eld conduct and, 
to the extent possible, humanity in war. This paper revisits the author’s prior work on the topic 
of combatancy in cyber warfare. Building on recent public revelations concerning state capacity 
for offensive cyber attacks, as well as new developments in computer network attack, this paper 
highlights logical and normative shortcomings in current understandings of combatant status in 
cyberspace. In place of rote reliance on existing criteria intended for the kinetic battlefi eld, this 
paper proposes reliance on State affi liation as the sole criterion for evaluating combatant status 
in cyber warfare between States. An admitted interpretive gloss on current criteria, the proposed 
framework offers a workable and realistic reconciliation of humanitarian goals and emerging 
State practice in cyber warfare.

Keywords: International Humanitarian Law, Law of Armed Confl ict, Law of War, cyber attack, 
cyber warfare, combatant status

1. INTRODUCTION

The laws of war occasionally paint an idealized portrait of armed confl ict. An impression of 
war formed exclusively from the international legal instruments that regulate the conduct of 
hostilities would render an image perhaps foreign to present day combatants. In lieu of surprise 
attacks, one would fi nd punctilious declarations of hostilities in the form of diplomatic notes or 
ultimatums.1 States would investigate detention conditions and communicate their humanitarian 
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1 Convention Relative to the Opening of Hostilities, art. 1, Oct. 18, 1907, 36 Stat. 2259, 1 Bevans 619 
[hereinafter 1907 Hague Convention III](requiring that contracting Powers not commence hostilities 
“without previous and explicit warning).
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concerns to one another through mutually acceptable third State parties.2 Combatants would 
make themselves physically separate and visually distinguishable from civilians through the 
wear and display of distinctive uniforms and insignia.3 Civilian populations would be warned 
in advance of impending attacks and provided an opportunity to evacuate to safe areas.4 Safety 
zones, immune from attack would be created in the midst of the battlefi eld to provide shelter 
to children and the elderly.5 And belligerents would facilitate the transport of wounded by air 
through agreed fl ight plans for medical aircraft, even through enemy territory.6

The reality of modern warfare is, of course, quite different. States rarely resort to declarations 
of war any longer. The Geneva Conventions’ Protecting Power scheme almost never operates 
through third party States. The modern battlefi eld sees fi ghters intermingled with and often 
indistinct from their civilian counterparts. The opportunity to warn civilians of impending 
bombardments or attacks, without dooming such operations to failure, rarely presents itself. 
Civilians are all-too-often caught up in or the object of military attacks. And, as yet, agreements 
between belligerents permitting enemy medical aircraft to fl y over friendly-controlled territory 
have not become standard operating procedure.

Yet it is too much to say that the law of war is entirely irrelevant or ineffectual. It is still probably 
correct to say that most States regard the law of war as more than merely epiphenomenal. In fact, 
States’ militaries and government agencies have largely internalized and rendered operational 
the great majority of the present laws of war. For example, the proliferation of serious military 
legal manuals provides doctrinal evidence that States regard the law of war as relevant and 
meaningfully binding.7 In an era when many armed forces face personnel cuts, reliance on 
sizable corps of military and civilian lawyers to review and advise on planning and operations 
refl ects States’ real commitment to the notion of legal restraint in war. And prosecutions at 
international criminal tribunals refl ect both States’ willingness to dedicate signifi cant resources 
to the law as well as their commitment to enforce at least the principles, if not always the exact 

2 Convention for the Amelioration of the Condition of the Wounded and Sick in Armed Forces in the Field 
art. 8, Aug. 12, 1949, 6 U.S.T. 3114, 75 U.N.T.S. 31 [hereinafter 1949 Geneva Convention I]; Convention 
for the Amelioration of the Condition of the Wounded, Sick, and Shipwrecked Members of Armed 
Forces at Sea art. 8, Aug. 12, 1949, 6 U.S.T. 3217, 75 U.N.T.S. 85 [hereinafter 1949 Geneva Convention 
II]; Convention Relative to the Treatment of Prisoners of War art.8, Aug. 12, 1949, 6 U.S.T. 3316, 75 
U.N.T.S. 135 [hereinafter 1949 Geneva Convention III]; Convention Relative to the Protection of Civilian 
Persons in Time of War art. 9, Aug. 12, 1949, 6 U.S.T. 3516, 75 U.N.T.S. 287 [hereinafter 1949 Geneva 
Convention IV](concerning the appointment of Protecting Powers by parties to an international armed 
confl ict for purposes of implementing the 1949 Geneva Conventions).

3 1949 Geneva Convention III, supra note 2, art 4A(2)(b); Protocol Additional to the Geneva Conventions 
of 12 August 1949, and Relating to the Protection of Victims of International Armed Confl icts, art. 44(7), 
June 8, 1977, 1125 U.N.T.S. 3 [hereinafter Protocol I](incentivizing display distinctive insignia and wear 
of uniforms by combatants through conferral of prisoner-of-war status).

4 Protocol I, supra note 3, art. 57(2)(c); Convention Respecting the Laws and Customs of War on Land, 
Annex to the Conventions, art. 26 Oct. 18, 1907, 36 Stat. 2277, 1 Bevans 631 [hereinafter 1907 Hague IV 
Regulations].

5 1949 Geneva Convention IV, supra note 2, art. 14.
6 Protocol I, supra note 3, arts 26 & 29.
7 See e.g. United States Department of the Navy, The Commander’s Handbook on the Law of Naval 

Operations, NWP1-14M, (July 2007); United Kingdom Ministry of Defence, The Manual of the Law 
of Armed Confl ict (2004); Canadian Offi ce of the Judge Advocate General, Law of Armed Confl ict at 
the Operational and Tactical Levels (Aug. 13, 2001); Federal Republic of Germany, Federal Ministry of 
Defence, (Aug. 1992). A study of customary international laws of war by the International Committee of 
the Red Cross draws on a far broader sampling of States’ law-of-war manuals. 2 Jean-Marie Henckaerts & 
Louise Doswald-Beck, Customary International Humanitarian Law (2005).
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letter, of existing international law regulating the conduct of hostilities.8

Owing to disparity between the letter of the law of war and its practical implementation, 
much of States’ adherence to the law of war relies on secondary rules.9 So often drafted long 
before the evolutions and revolutions in the wars they regulate, law-of-war treaties frequently 
require adaptive understandings, interpretive canons, or operational implementation – so-called 
secondary rules – to remain relevant. In addition to supporting claims of general legal effi cacy, 
military manuals, military lawyers, and international criminal trials each contribute to States’ 
efforts to adapt existing law to the evolving realities of armed confl ict. Law of war manuals 
contextualize obligations, providing interpretation and examples of implementation. Military 
lawyers operationalize legal principles and rules through advice during planning and execution 
of orders, adapting law to battlefi eld conditions and evolving threats. And tribunals, domestic 
and international, perform a similar function, interpreting and applying law-of-war terms, 
often according to their perceived object and purpose. In short, although faced with idealized 
expressions and often dated assumptions, States continue to honor the law of war aided by a 
variety of interpretive measures. Interpretation vindicates the law by ensuring its relevance 
and vitality, operationalizing humanitarian ideals to the extent possible while assuring military 
effectiveness and realism.

This paper seeks briefl y to illustrate and defend such an interpretation in the context of an 
emerging and revolutionary form of warfare – cyber war. This paper will briefl y address the 
important question of combatancy or combatant status in cyber warfare. In particular, the 
question of who may directly participate in cyber hostilities will be addressed. If States have 
developed a class of cyber warriors, must they be drawn from or incorporated into regular 
armed forces? Or may a State sanction and employ civilian actors to conduct cyber attacks and 
other warlike operations in cyberspace? 

Like many law-of-war provisions, the criteria for combatant status are derived from long-
standing traditions. Chosen both to refl ect and to reinforce classic attributes of legitimate 
belligerents, the combatant criteria perform gate-keeping functions for both prisoner of war 
status, and immunity from prosecution for lawful warlike acts as well as the critical question of 
exposure to intentional targeting. While well-suited to the battlefi elds of centuries past, I argue 
that the traditional combatant criteria are applied over-broadly to participants in emerging forms 
of remote warfare such as computer network warfare. Increasingly these rules misapprehend 
how and, more importantly, by whom modern war such as cyber warfare will likely be fought. 

This paper proposes an alternate test for combatant status in cyber warfare focused on State 
affi liation. Long an important, yet overlooked criterion for combatant status, State affi liation 
enjoys solid textual support in the extant law and supports the fundamental principles of 
distinction and discipline through State responsibility. But perhaps most importantly, State 
affi liation as a criterion for lawful combatancy in cyber warfare is minimally disruptive to 
emerging State practice thus guaranteeing relevance and alignment of the law with the realities 

8 See Prosecutor v. Gotovina et al., IT-06-90-T, 15 Apr. 2011 (sentencing two senior Croatian military 
offi cers to 24 years and 18 years confi nement for indiscriminate artillery shelling and a joint criminal 
enterprise to persecute and deport ethnic Serbians).

9 The English legal philosopher H.L.A. Hart identifi ed secondary rules as rules that give effect to primary 
rules that directly regulate conduct. Rules of adjudication, interpretation, and that prescribe the operation 
of primary rules constitute secondary rules. H.L.A. Hart, The Concept of Law, 77-79, 88-93 (1961).
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of the cyber battlefi eld. State affi liation as a stand-alone sole criterion is admittedly a gloss on 
the present law of combatant status, perhaps at this point more in the nature of lex ferenda. 
However it is an interpretation that overcomes the existing law’s static and dated character, 
augmenting its legitimacy by reconciling what States say with what States actually do and will 
do in cyber warfare.10

2. THE INTERNATIONAL LAW OF COMBATANCY

In contrast to its public international law cohort, international human rights law, the law of 
war has long relied on classifi cations to allocate protections, duties, and responsibilities.11 

Where the protections of human rights law apply merely by virtue of personhood, law-of-war 
protections have generally been contingent upon persons’ satisfaction of particular criteria, such 
as nationality, membership in an organization, or a prescribed course of conduct. Presently, the 
most important law-of-war classifi cations with respect to persons are the civilian and combatant 
classes. This section briefl y outlines the traditions, legal framework, and consequences of the 
law-of-war status of combatant.

The earliest attempts to draft multilateral law-of-war treaties recognized the status of combatant, 
beginning with the 1874 Brussels Declaration.12 Designed to capture the customs and usages of 
militaries that alleviated unnecessary suffering in war, the Declaration applied the “laws, rights, 
and duties of war . . . not only to armies, but also to militia and volunteer corps fulfi lling the 
following conditions:

1. That they be commanded by a person responsible for his subordinates;
2. That they have a fi xed distinctive emblem recognizable at a distance;
3. That they carry arms openly;
4. That they conduct their operations in accordance with the laws and customs of war.”13

The Declaration’s description of the combatant class was noteworthy in several respects. 
First, the Declaration’s defi nition was an expansive conception of the combatant class. The 
defi nition included not merely States’ regular armed forces but also irregular or mustered 
volunteers. It was at once progressive and conventional. The defi nition would give international 
recognition and legal status to emergent fi ghting forces, yet by qualifying their combatant status 
on satisfaction of the four enumerated criteria, the Declaration incentivized conformity with 
the traditional behaviors, appearances, and customs of States’ regular armed forces. Since the 
Declaration was drafted, States have continued to debate the merits of legal recognition of 
unconventional fi ghting organizations. Yet as recently as 2002, States have identifi ed the four 
criteria as essential attributes of organized armed forces, including a controversial U.S. legal 
opinion requiring that even regular armed forces fulfi ll the four 1874 criteria to legitimately 

10 Id.
11 Although dispute exists as to the geographic applicability of many human rights norms and treaties, 

once activated human rights obligations are generally accepted as universally applicable to all persons, 
regardless of citizenship, national origin, or political alliance.

12 Project of an International Declaration Concerning the Laws and Customs of War, Aug. 27, 1874, 4 
Martens Nouveau Recueil (ser. 2) 219 [hereinafter 1874 Brussels Declaration]. Despite its seemingly 
fundamental protections, the Declaration appears to have gone too far for most of its signatories as it never 
entered force. See The Laws of Armed Confl icts 21 (Dietrich Schindler & Jiri Toman, eds., 2004).

13 1874 Brussels Declaration, supra note 9, art. 9.
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claim combatant status.14

The Declaration’s description of the combatant class is also noteworthy for its longevity. 
Although the Declaration never entered into force itself, succeeding multilateral law-of-war 
treaties liberally incorporated its defi nition. The 1899 Hague Convention II,15 the 1907 Hague 
Convention IV Annexed Regulations,16 the 1929 Geneva Prisoners of War Convention,17 and 
the 1949 Third Geneva Convention18 all reproduce or incorporate the 1874 criteria by reference 
in their descriptions of combatants. With the important exception of a clearer reference to the 
requirement of State affi liation in the 1949 Third Geneva Convention, the 1874 criteria operated 
nearly unchanged for over 100 years.19 Not until 1977, with Additional Protocol I to the Geneva 
Conventions, did the international law of war tinker with the 1874 Declaration’s formula for 
combatant status. Yet even Additional Protocol I remained grounded in the 1874 criteria to a 
signifi cant extent.

Polemical accounts criticize Additional Protocol I for rendering meaningless the class of 
combatant.20 Such critiques focus on the Protocol’s abandonment of the traditional combatant 
criteria. It is true that the Protocol’s modifi cation of the 1874 criteria drew signifi cant dissent, 
including a number of reservations by States Parties,21 as well as refusals to ratify by States 
attending the diplomatic conference.22 Closer examination, however, reveals the persistent, 
though marginally reduced, infl uence of the 1874 criteria. 

Additional Protocol I defi nes combatants as “[m]embers of the armed forces of a Party to a 
confl ict [...]”23 Elaborating on the term “armed forces” the Protocol adds,

“The armed forces of a Party to a confl ict consist of all organized armed forces, 
groups and units which are under a command responsible to that Party for the conduct 
of its subordinates, even if that Party is represented by a government or an authority 
not recognized by an adverse Party. Such armed forces shall be subject to an internal 
disciplinary system which, inter alia, shall enforce compliance with the rules of 
international law applicable in armed confl ict.”24

14 Memorandum from Jay S. Bybee, Assistant Att’y Gen., Offi ce of Legal Counsel, Dep’t of Justice, 
to Alberto Gonzales, Counsel to the President, and William J. Haynes II, Gen. Counsel of the DOD, 
Application of Treaties and Laws to al Qaeda and Taliban Detainees 10 (Jan. 22, 2002) in The Torture 
Papers (Karen J. Greenberg & Joshua L. Dratel eds., 2005). 

15 Convention with Respect to the Laws and Customs of War on Land, art. 1, July 29, 1899, 32 Stat. 1803, 26 
Martens Nouveau Recueil (ser. 2) 949.

16 1907 Hague IV Regulations, supra note 4, art. 1.
17 Convention Relative to the Treatment of Prisoners of War, art. 1(1), July 27, 1929, 47 Stat. 2021, 118 

L.N.T.S. 343.
18 1949 Geneva Convention III, supra note 2, art. 4A(2).
19 Id. (prefacing the four 1874 criteria with, “Members of militias and members of other volunteer corps, 

including those of organized resistance movements belonging to a Party to the confl ict [...].”)(emphasis 
added). 

20 Douglas J. Feith, Law in the Service of Terror, The National Interest (Fall 1985).
21 See United Kingdom Reservations to Additional Protocol I to the Geneva Conventions (July 2, 2002), 

available at http://www.icrc.org/ihl.nsf/NORM/0A9E03F0F2EE757CC1256402003FB6D2?OpenDocume
nt.

22 See e.g. Letter of Transmittal and Letter of Submittal Relating to Protocol II Additional to the Geneva 
Conventions of 12 August 1949 (Jan. 29, 1987), reprinted in U.S. Dep’t of the Navy, Annotated 
Supplement to the Commander’s Handbook on the Law of Naval Operations, 306 (A.R. Thomas & James 
C. Duncan eds., 1999).

23 1977 Additional Protocol I, supra note 3, art. 43(2).
24 Id. art. 43(1).

http://www.icrc.org/ihl.nsf/NORM/0A9E03F0F2EE757CC1256402003FB6D2?OpenDocument
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The infl uence of the 1874 criteria is obvious. Even under the Additional Protocol’s relaxed rules 
for combatancy fi ghting organizations must still appoint and take direction from a superior 
commander and must conform their conduct of hostilities generally to the law of war. In fact, 
Additional Protocol I only departs from two of the four 1874 criteria and does so only in a 
limited sense. In fact, article 44 requires that combatants “distinguish themselves from the 
civilian population” and “carr[y] arms openly.” Facially, the latter requirement with respect to 
carrying arms makes no change to the traditional rule. The former requirement with respect to 
distinction, although abandoning the 1874 phraseology, also performs substantially the same 
function as its forebear. Rather than dispense with uniforms and military insignia entirely, the 
Protocol’s phrasing merely seems to admit alternate visual indicia of fi ghting organizations’ 
hostile function, such as clothing or armbands.25 

The only notable Additional Protocol I alteration to the 1874 criteria concerns a limited 
exception for guerilla fi ghters and insurgent groups in enemy-occupied territory. Article 
44 relaxes the distinction and arms criteria when “owing to the nature [...] [of] hostilities,” 
observance would be impracticable.26 The exception is not available during attacks or when 
visible to enemy forces while preparing for or deploying to attack. Concerned with the 
negative implications for civilian populations, the majority of delegations to the Additional 
Protocol’s diplomatic conference understood the exception to be limited to non-combat related 
movements in occupied territory.27 In the vast majority of circumstances related to combat, the 
four 1874 criteria operate under Additional Protocol I has they had for over a century. Thus, in 
the majority of circumstances even Additional Protocol I preserves the four 1874 criteria as the 
essential prerequisites to combatant status.

The 1874 Declaration and its criteria are also remarkable for their attention to the realities and 
demands of late nineteenth and early twentieth century warfare. Each criterion performed an 
important function in ensuring warfare between States was distinguishable from uncontrolled 
violence. The fi rst criterion, the responsible command requirement, ensured that lawful 
participation in warfare was limited to organized groups operating on behalf of States. The 
responsible command function excluded individual opportunists, criminals, and brigands from 
combatant status. Additionally, the command criterion aided accountability and adherence to 
law, ensuring superiors presumably better steeped in the traditions and customs of lawful combat 
supervised their combatants’ actions. One found on the battlefi eld, and one often still fi nds 
today, an environment ripe for criminal exploitation. Suspended civil capacity, vulnerable and 
displaced populations, damaged or abandoned property, and general chaos present convenient 
conditions for looting, rape, and other criminal activity. Additionally, in war, individual armed 
belligerents often wield power out of proportion to their authority. Command and the attendant 
systems of internal discipline emblematic of armed forces stood as essential deterrents to 
battlefi eld bedlam. Military command structures, with their strict hierarchies and rigorous lines 
of authority, operated effectively despite physical and geographic separation between the leader 
and led. Military command ensured that combatants limited their conduct to actions that were 
militarily necessary.

The second and third of the 1874 criteria, that combatants wear distinctive emblems and carry 

25 See Commentary on the Additional Protocols of 8 June 1977 to the Geneva Conventions of 12 August 
1949, 527-28 (Yves Sandoz et al. eds., 1987)[hereinafter Additional Protocol Commentary].

26 Id. art. 44(3).
27 See Additional Protocol Commentary, supra note 20, at 530-32.
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arms openly, also performed an important battlefi eld function related to humanity and civility. 
Uniforms and the open display of military arms greatly facilitated opposing forces’ efforts 
to distinguish enemy combatants from civilians. With engagements limited to visual range, 
displays of distinctly military uniforms and weapons were a particularly effective means 
of limiting the effects of hostilities to combatants on the late nineteenth century battlefi eld. 
Nor did the twentieth century’s widespread use of beyond-visual-range or over-the-horizon 
weapons render the uniform and arms criteria useless. Line-of-sight engagements remained 
prevalent features of twentieth century kinetic armed confl ict. Moreover, forward observers 
or other combatants directing and adjusting the fi re of indirect and over-the-horizon weapon 
systems could still rely on uniforms and the open display of weapons to distinguish lawful 
targets from protected civilians.

Last, the requirement that combatants’ organizations conform their conduct to the laws and 
customs of war performed an important reinforcing function. A form of reciprocity, the fourth 
1874 criterion excluded from the combatant class groups of fi ghters unwilling to adhere to 
traditional and recognized limits on the conduct of hostilities. Members of groups regularly 
resorting to perfi dy, treachery, indiscriminate attack, use of prohibited weapons, or maltreatment 
of victims of war could not claim the law’s protections accorded to combatants upon capture. 
Requiring that combatant organizations conduct their operations in accordance with the law 
of war also incentivized individual instruction in the law to guarantee continued combatant 
status and its attendant protections and privileges. Physically separated from and often out 
of communication with legal advisors and senior leaders, nineteenth and twentieth century 
combatants could be distinguished from their unlawful belligerent counterparts for the internal 
familiarity with and general observance of the rudiments of lawful battlefi eld conduct.

No explanation of combatancy under the law of war would be complete without discussion 
of its functions. Like all forms of status under the law of war, combatant status is a legal 
instrumentality – a means of prescribing and allocating legal obligations and protections. In 
short, three consequences fl ow from assignment of combatant status – only one of which is 
exclusive to that class.

The most important and the only exclusive consequence of combatant status is immunity from 
prosecution for lawful warlike acts. It is widely accepted that combatants may not be brought 
to criminal trial for acts of destruction or killings they commit in war.28 Although combatant 
immunity (also known as the combatant’s privilege) is well-established in the customs of 
war, the principle appeared relatively late in the codifi ed laws of war. Additional Protocol I 
of 1977 appears to be the fi rst multilateral codifi cation of combatant immunity, providing, 
“Members of the armed forces [...] have a right to participate directly in hostilities.”29 While 
debate exists whether direct participation in hostilities by persons not qualifying as combatants 
constitutes an individual criminal offense under international law, it is quite clear that neither 
international nor domestic criminal tribunals may prosecute the otherwise lawful warlike acts 

28 Anicee van Engeland, Civilian or Combatant? A Challenge for the 21st Century, 45 (2011); Knut Ipsen, 
Combatants and Non-Combatants, in The Handbook of Humanitarian Law in Armed Confl icts 81 (Dieter 
Fleck ed., 1995).

29 1977 Additional Protocol I, supra note 3, art. 43(2).
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of combatants.30 Acts of combatants that violate discreet law-of-war rules are punishable, such 
as perfi dy, indiscriminate attack, use of unlawful weapons or means of war, or maltreatment of 
protected persons. However, the mere fact of combatants’ direct participation in hostilities itself 
is privileged and perhaps the most signifi cant by-product of combatant status.

A second consequence of combatant status is conferral of prisoner of war status upon capture. 
The concept of prisoner of war is ancient and has included progressively comprehensive 
protections as the law-of-war has developed.31 In general, captors may only impose restraints 
on the liberty of prisoners of war necessary to prevent their return to the battlefi eld. Properly 
carried out, prisoner of war detention has more in common with camp or internment settings 
than with criminal incarceration. Prisoners of war are guaranteed payment, protection from 
abuse, recreational opportunities, limits on forced labor, signifi cant procedural protections 
from discipline and punishment, communication with family members, and regular medical 
treatment.32 Upon termination of hostilities, detaining powers must repatriate prisoners of war 
to their countries of origin. Unlike combatant immunity, prisoner of war status is not exclusive 
to combatants. At least two classes of civilians are also entitled to prisoner of war status upon 
capture: contractors, correspondents, and laborers accompanying the armed forces; and crews 
of merchant marine ships and civil aircraft used by belligerents.33

The fi nal signifi cant consequence of combatant status is exposure to status-based targeting by 
enemy forces. Combatants are lawful targets for their enemies’ operations at all times until their 
surrender, capture, or incapacitation by wounds.34 It is their status as combatants, their formal 
affi liation with and conduct of hostilities on behalf of an enemy State in international armed 
confl ict, rather than their conduct that makes combatants lawful targets. Whether a combatant 
is in uniform or not, on duty or not, conducting an attack, or sleeping, she is a lawful target for 
enemy forces. Classically, status-based susceptibility to targeting has been a condition unique to 
the combatant class.35 While civilians are subject to lawful targeting while taking direct part in 
hostilities, they are only lawful targets “for such time as” or while they actually commit hostile 
acts directly producing harmful effects to an enemy.36 In this respect hostile civilians can be 
said to be targetable only on the basis of their conduct rather than any status. However, recently 
the exclusivity of combatants’ status-based exposure to targeting been challenged widely.37

Thus, combatant status constitutes a central and remarkably static feature of the regulation 
of hostilities. From the time when war featured massed formations of distinctly-clad soldiers 

30 See Richard R. Baxter, So-Called ‘Unprivileged Belligerency’: Spies, Guerillas, and Saboteurs, 28 Brit. 
Y.B. Int’l L. 323 (1951); Knut Dörmann, The Legal Situation of “Unlawful/Unprivileged Combatants,” 
85 Int’l Rev. Red Cross 45 (2003). For discussion of whether direct participation in hostilities by persons 
not qualifying for combatant status constitutes a crime under the international law of war see Mark David 
‘Max’ Maxwell & Sean Watts, ‘Unlawful Enemy Combatant’: Legal Status, Theory of Culpability, or 
Neither, 5 Journal of International Criminal Justice 19 (2007).

31 For an exceptionally thorough treatment of prisoner of war status, see 59 International Law Studies: 
Prisoners of War in International Confl ict (Howard S. Levie, ed., 1979).

32 See 1949 Geneva Convention III, supra note 2, Part III.
33 1949 Geneva Convention III, supra note 2, art. 4(A)(4) & (5).
34 See Yoram Dinstein, The Conduct of Hostilities under the Law of International Armed Confl ict, 34 (2d ed., 

2010).
35 A recent study sponsored by the International Committee of the Red Cross with growing international 

support appears to extend status-based targeting to members of so-called organized armed groups. 
Interpretive Guidance on the Notion of Direct Participation in Hostilities under International Humanitarian 
Law, 31-35 (2009).

36 1977 Additional Protocol I, supra note 3, art. 51(3).
37 See Interpretive Guidance, supra note 35.
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facing off with short-range rifl es to the age of transcontinental missiles and remotely-piloted 
attack drones, relatively little with respect to the legal qualifi cations for or consequences 
of combatancy has changed. The following section inquires whether the static nature of 
combatancy is appropriate in light what is known and expected to develop in the emerging 
forms of confl ict such as cyber warfare.

3. COMBATANCY IN CYBER WARFARE

In a prior article addressing the topic of combatant status and computer network attack, I used 
incidents in Estonia in 2007 and in Georgia in 2008 to illustrate the nature and effects of hostile 
computer network operations.38 For authors addressing the legal aspects of cyber warfare 
at that time, the Estonian and Georgian directed denial of service incidents offered the most 
prominent, publicly available examples of international computer network incidents intended 
to harm States. Yet each incident offered minimal assistance in illustrating the operation of 
law-of-war principles in the cyber context. As most experts would agree, neither incident on its 
own constituted an “attack” for purposes of the law of war. Viewed alone, each likely amounted 
to a mere disruption of communications or inconvenience. At best, the Estonian and Georgian 
incidents illustrated the likelihood that States could impose signifi cant disruptions through 
cyber means and would likely dedicate signifi cant resources in the future to developing and 
countering cyber capacity to carry out cyber operations that might truly amount to attacks in 
the legal sense.

Since the Estonian and Georgian incidents, two developments have better framed the realities 
of computer network attack (CNA). First, one need no longer speculate or read between the 
lines of budget requests, as I did earlier, to determine whether States possess offensive cyber 
capacity. States have made clear that cyberspace is an important military domain.39 Some States 
have even publicly acknowledged their capacity for offensive cyber operations amounting to 
attack.40 A recent United States Defense Authorization Act curiously includes the following, 
“Congress confi rms that the Department of Defense has the capability, and upon direction by 
the President may conduct offensive operations in cyberspace [...].”41 And in a 2011, statutorily 
required report to the United States Congress, the Department of Defense revealed publicly, 
“[T]he Department has the capability to conduct offensive operations in cyberspace to defend 
our Nation, Allies and interests. If directed by the President, DoD will conduct offensive 
cyber operations in a manner consistent with the policy principles and legal regimes that the 
Department follows for kinetic capabilities, including the law of armed confl ict.”42 Thus, it is 

38 See Watts, supra note *, at 397-407.
39 See e.g. United States Department of Defense, Strategy for Operating in Cyberspace, 5 (2011) (resolving 

to treat cyberspace as operational domain).
40 See Uzi Mahnaimi, Israeli Military Plots to Cripple Iran in Cyberspace, London Sunday Times (Aug. 7, 

2011) (describing an Israeli military cyber command reporting directly to the Prime Minister)[herinafter 
Mahnaimi].

41 2012 National Defense Authorization Act, sec. 954.
42 United States Department of Defense, Cyberspace Policy Report: A Report to Congress Pursuant to 

the National Defense Authorization Act for Fiscal Year 2011, Section 934, 5 (Nov. 2011) [hereinafter 
Cyberspace Policy Report].
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clear that States have developed internal capacity, including cadres of cyber warriors, dedicated 
to conducting network warfare.43 

A second development confi rming the nature and extent of hostile cyber capacity is the 2010 
Stuxnet worm attack on Iran. Discovered publicly in July of 2010, Stuxnet was a complex, 
malicious code believed to have been designed and introduced to sabotage industrial control 
systems in the Iranian nuclear program.44 Combining an array of at least nine distinct variants 
of malware, including four invaluable zero day exploits, Stuxnet fi rst infected Windows-based 
computers then spread to others in search of its target industrial control systems.45 Although 
initially introduced to relatively few systems, Stuxnet later self-replicated to affect many more 
target systems.46 It also appears the creators of Stuxnet updated and improved the worm as 
the attack unfolded. Earlier infected systems even requested and received updated versions 
of Stuxnet.47 Once embedded in its fi nal target system, Stuxnet modifi ed and provided faulty 
performance feedback to control systems causing those systems to issue destructive operating 
commands to the machines they controlled.48 It is estimated that Stuxnet caused suffi cient 
physical damage to Iranian nuclear industrial apparatuses to set the program back one to two 
years.49 To many, the unprecedented sophistication of the operation suggested that only State 
actors could have launched the attack.50

More so than previously revealed cyber operations, Stuxnet illustrates the potential of cyber 
operations to rise the level of attack under the law of war. If the hallmark of attack under 
the law of war is physically destructive effects, Stuxnet clearly qualifi es. Stuxnet makes clear 
that crippling and physically destructive attacks on critical infrastructure are entirely possible 
and not merely the imaginings of worst-case scenario doomsayers. From events such as the 
Stuxnet attack it is also clear that destructive CNAs are complex, multi-stage operations. 
Analysts have concluded that the Stuxnet attack featured many of the attributes of conventional 
military operations including intelligence operations and mid-operation fragmentary orders. 
The attack involved a signifi cant reconnaissance effort, likely including earlier intrusions into 
target systems.51 Intelligence details that would have been useful to CNA operations such as 
Stuxnet include physical confi guration of hardware, Internet Protocol addresses of connected 
computers, security patch installation histories, target platform operating systems, operator 
identities, and information on delivery of computer components to the target facility.52 As 
noted above, rather than simply operating as off-the-shelf code, Stuxnet appears to have been 
designed, updated and even manipulated by it operators during the attack. It also appears 
the operation was monitored and commanded while in progress as are conventional, kinetic 
military operations.

43 In May 2010, the United States Department of Defense activated the U.S. Cyber Command, a military 
organization devoted to cyber operations. See Ellen Nakashima, Gates Creates Cyber0Defense Command, 
Washington Post, Jun. 24, 2009, at http://www.washingtonpost.com/wpdyn/content/article/2009/06/23/
AR2009062303492.html.

44 David E. Sanger, Iran Fights Malware Attacking Computers, New York Times (Sep. 26, 2010).
45 Nicolas Falliere, et al., W32.Stuxnet Dossier, Version 1.3, Symantec Security Response, 1-2 (Nov. 2010)

[hereinafter Falliere et al.].
46 Id. at 21.
47 Id.
48 Id.
49 David E. Sanger, America’s Dearly Dynamics With Iran, New York Times (Nov. 6, 2011).
50 Mahnaimi, supra note 39.
51 Falliere, et al., supra note 44, at 3.
52 See Nat’l Research Council, Technology, Policy, Law, and Ethics Regarding U.S. Acquisition and Use of 

Cyberattack Capabilities 118 (William A. Owens, Kenneth W. Dam, Herbert S. Lin eds., 2009).

http://www.washingtonpost.com/wpdyn/content/article/2009/06/23/AR2009062303492.html
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In cyber operations parlance, intelligence collection and cyber reconnaissance or computer 
network exploitation (CNE) are often distinguished from CNA.53  Analyzed independently, 
intelligence functions and CNE, such as those performed in support of Stuxnet, likely do not 
rise to the level of attack. Yet understood in context, many CNE could be understood as essential 
sub-components of an operation constituting an attack. CNE conducted immediately prior to an 
attack or even concurrently with an operation to damage or destroy property, such as appears 
to have been the case in the Stuxnet operation, present a strong case for satisfying logical 
and legal thresholds of attack. In law-of-war parlance, though not independently qualifying 
as attacks, CNE may nonetheless be said to constitute “direct participation in hostilities” – a 
function traditionally reserved to the combatant class. Thus questions arise concerning who 
might permissibly conduct CNE and even weapon design in support of CNA. Would the use of 
persons not meeting the four 1874 criteria described above warrant denial of combatant status 
and the consequences of combatancy? And would a State employing civilians to perform the 
intelligence functions, attack execution, or any of the other operations essential to a successful 
destructive CNA such as Stuxnet be in violation of the law of war?

The traditional and presently the majority answer is “yes.” Respected international legal 
scholars have applied the 1874 criteria of combatant status to evaluate the question of lawful 
participation in cyber warfare. Nearly all conclude that only members of armed forces or 
organizations meeting the four 1874 criteria for combatant status should be employed to carry 
out CNA.54 Most prescribe that States incorporate their cyber warriors into the regular armed 
forces or confer on them some military status. Few if any scholars or practitioners have deemed 
the 1874 inadequate or inapposite to the cyber context. Even scholars advocating innovative 
approaches to evaluating lawful participation in hostilities hew towards or even incorporate the 
four 1874 combatant status criteria.55

Yet, as I have suggested previously, several factors counsel skepticism towards unquestioning 
reliance on the 1874 criteria to evaluate combatant status in cyber warfare. First, States may 
already have heavily incorporated civilians into the agencies that support and conduct CNA on 
their behalf, making their direct participation in CNA likely if not certain. While the staffi ng 
details of States cyber war apparatuses are not publicly available, the executive mandates of 
several U.S. agencies suggest involvement in response to and use of CNA. In addition to the 
Department of Defense and its subordinate intelligence agencies (staffed in signifi cant part 

53 Computer network exploitation (CNE) refers to efforts to penetrate systems to gain information on 
the system and its vulnerabilities, thus acting as a tool for intelligence collection rather than system 
destruction. See Clay Wilson, Information Operations, Electronic Warfare, and Cyberwar: Capabilities 
and Related Policy Issues 5 (Cong. Research Serv., CRS Report for Congress Order Code RL31787, Mar. 
20, 2007), available at http://www.fas.org/sgp/crs/natsec/RL31787.pdf.

54 See e.g. Davis Brown, A Proposal for an International Convention to Regulate the Use of Information 
Systems in Armed Confl ict, 47 Harvard International Law Journal 179, 187 (2006); Adam Sherman, 
Forward unto the Digital Breach: Exploring the Legal Status of Tomorrow’s High-Tech Warriors, 5 
Chicago Journal of International Law 335, 339–40 (2004); Louise Doswald-Beck, Computer Network 
Attack and the International Law of Armed Confl ict, in 76 International Legal Studies: Computer Network 
Attack and International Law (Michael N. Schmitt & Brian T. O’Donnell eds., 2002)(concluding that rules 
guiding combatant classifi cation and privilege should be no different in CNA); Michael N. Schmitt, Wired 
Warfare: Computer Network Attack and the Jus in Bello, in Computer Network Attack and International 
Law (Michael N. Schmitt & Brian T. O’Donnell eds., 2002)(concluding that civilians participating 
in CNAs that actually or foreseeably result in injury, death, damage, or destruction would be illegal 
combatants).

55 See Geoffrey S. Corn, Unarmed but How Dangerous? Civilian Augmentees, the Law of Armed Confl ict, 
and the Search for a More Effective Test for Permissible Civilian Battlefi eld Functions, 2 National Security 
Law & Policy 257 (2008).
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by civilian personnel), the U.S. Department of Homeland Security, the Central Intelligence 
Agency, and the Federal Bureau of Investigation share responsibility for defending against 
and responding to national security threats such as CNA.56 Furthermore, the nature of both 
the physical and human capital of cyber warfare suggests a strong likelihood of signifi cant 
civilian involvement. The programming expertise and vast network infrastructure of the 
civilian community and private sector make incorporation of their efforts into CNA seemingly 
irresistible.57 Few, if any, of the actors holding the requisite expertise qualify as combatants 
under the 1874 criteria, thus rendering likely or even extant State practice inconsistent with 
presently conceived international law.

In addition to better aligning law and State practice, abandoning rote application of the 1874 
combatant criteria accounts for their reduced practical relevance in cyberspace. First, although 
it is a signifi cant indication of State affi liation or imprimatur, a criterion I will recommend 
be retained, the command criterion itself is a formalistic and empty requirement in cyber 
warfare. While the command requirement excludes individual actors and therefore preserves 
the collective nature of war, command remains essential in only a loose sense to cyberspace. 
Unlike their kinetic counterparts, cyber combatants are not typically isolated or removed 
from supervision or political leadership. The actions of cyber combatants seem susceptible 
to any number of management and supervision schemes including civilian or administrative 
oversight. In cyber warfare, requiring strict or formal military command is not uniquely 
suited to maintaining accountability or control of personnel carrying out CNA. If preserved 
as a prerequisite to combatant status in cyberspace, subordination to military command might 
easily be reduced to empty formalism – simply a paper drill conferring military status or 
bureaucratically incorporating what remains for all intent and purpose a civilian organization 
into an ersatz armed force of the State. Such hollow, pro forma measures would accomplish 
little, if anything, practically and would inevitably reduce respect for any law understood to 
require such steps.

The nature and circumstances of cyber warfare also undermine traditional application the 
second and third of the 1874 Brussels Declaration combatant status criteria. Because CNA 
constitute truly remote, over-the-horizon engagements, the classic requirements of distinctive 
insignia and carrying arms openly are of greatly reduced utility. Visually, cyber warriors are 
extremely unlikely to confront their foes. Unlike conventional kinetic attack, where attackers 
select targets on the basis of outward appearances or where defenders respond to the appearance 
of persons conducting the attack, CNA targets are selected on the basis of functionality or 
informational value. Far more than the outward appearance of individuals conducting CNA, 
distinction in CNA demands attention to the actual conduct of the attack – the target chosen, the 
pathways of entry, and the means used to achieve destruction or other harmful effects. 

The fi nal requirement of the 1874 criteria, that combatants’ operations comply with the law of 
war enforceable through an internal disciplinary system retains much of its force but nonetheless 
takes on relatively reduced signifi cance as well in CNA. While this fourth criterion undoubtedly 

56 Exec. Order No. 12,333, 3 C.F.R. 200 (1982), reprinted in 50 U.S.C. § 401 app. at 542–51 (2006).
57 See Susan W. Brenner, Cyberthreats: The emerging Fault Lines of the Nation State (2009) (arguing for 

better integration of civilian law enforcement and intelligence organizations and military response to 
cyber attacks); Susan W. Brenner & Leo L. Clarke, Civilians in Cyberwarfare: Conscripts, 43 Vanderbilt 
Journal of Transnational Law 1011 (2010); Susan W. Brenner & Leo L. Clarke, Civilians in Cyberwarfare: 
Casualties, 13 Southern Methodist University Science & Technology Law Review 249 (2010).
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retains its normative appeal and humanitarian effect with respect to observance of the law of 
war, the requirement of an internal disciplinary system one fi nds in later expressions of the 
fourth criterion seems largely inapposite to CNA. Envisioned as portable justice mechanisms 
capable of following armed forces wherever they operate and overcoming jurisdictional defects 
of their civilian counterparts, internal, military justice systems were a necessary corollary 
to command. Military justice was essential to enforcing discipline and preventing lawless 
exploitation of the battlefi eld by super-empowered belligerents. CNAs rarely, if ever, call for 
such jurisdictional portability and insularity. Participants in CNA need not be geographically 
displaced from civilian municipal justice systems. While investigating and prosecuting cyber 
war crimes would undoubtedly present great technical and legal challenges, the challenges 
specifi c to the kinetic battlefi eld deployment seem not to carry over in suffi cient scale to warrant 
subjection to an internal military disciplinary system as a criterion for combatant status. In 
fact, the law of war increasingly forms part of States’ domestic criminal codes, permitting 
meaningful civilian prosecution of war crimes committed by cyber warriors.58 Finally, because 
senior leaders and legal advisors, presumably better-steeped in the law of war, can position 
themselves literally at arm’s length from subordinate cyber combatants, the need for fourth 
criterion overall is perhaps reduced.

In contrast to the four 1874 Brussels Declaration criteria for combatant status, the single criterion 
of State affi liation far better supports the likely future of State practice in cyber warfare and 
vindicates the still important normative goals of the law of war. First, State affi liation preserves 
concern for the principle of distinction in CNA. If concern for distinction persists in cyber 
warfare, concern lies not so much with the identities and appearances of participants in CNA 
as much as with their weapons and the appearances generated by the attack itself. CNA have 
great capacity to confound their targets. Thus, the true challenge from CNA with respect to 
distinction may result not from civilian participation, rather from efforts to disguise the true 
source of the attack. CNA routed through civilian servers or programmed to appear as though 
they originated from civilian institutions may in fact run afoul of states’ duty to bear arms 
openly in the attack. Exploration of this aspect of CNA’s relation to distinction, however, is 
better left to a dedicated legal discussion of means and methods in CNA.

While considerable clarifi cation of distinction in the context of CNA is required, state affi liation 
ensures that attacks remain subject to the existing international legal framework. In particular, 
the war crime of perfi dy may present a more effective check against CNA exploiting peaceful or 
civilian networks as cover than restricting combatant status. Examining distinction, specifi cally 
the duty for those taking a direct part in hostilities to make themselves distinct from civilians, 
civilian CNA participants do not fail distinction by virtue of intentional perfi dy. The intent 
of States’ use of civilians in CNA is not to take advantage of enemy forbearance in targeting 
such civilians. More likely economic, training, and recruitment limitations drive the use of 
civilians in CNA. Situated far from the battlefi eld, if cyber warfare can be said to have a 
battlefi eld,59 civilians participating in CNA do not present a confused picture to the enemy from 
the perspective of distinction. The likelihood that state-sponsored CNA could be misattributed 

58 International Committee of the Red Cross, International Humanitarian Law National Implementation 
Database, available at http://www.icrc.org/ihl-nat.nsf/WebALL!OpenView (providing State-by-State 
information on domestic implementation of the law of war).

59 See Michael N. Schmitt, The Principle of Discrimination in 21st Century Warfare, 2 Yale Hum. Rts. & 
Dev. L.J. 143, 161–62 (1999). Battlespace describes both “virtual and non-linear loci of combat.” Id. at 
161.
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to innocent civilian assets and systems make distinction of means far more important than 
distinction of personnel launching attacks.   

In addition, reliance on state affi liation as the sole criterion for lawful participation in CNA 
presents no greater threat to discipline in warfare. While civilians participating in CNA are 
ordinarily not subject to internal military disciplinary systems, the increasing well-developed 
legal regimes that prosecute and punish war crimes operate nonetheless and vindicate concerns 
for discipline and humanity. As outlined above, when adopted by the 1949 Convention the 
criterion of exposure to an internal disciplinary system as a precondition to combatant status 
seemed reasonable. International enforcement bodies such as the International Criminal 
Court did not exist. Moreover, the international community’s political will to convene ad 
hoc tribunals to prosecute war crimes appeared spotty and susceptible to victor’s bias. Few 
if any international war crimes enjoyed domestic implementation or incorporation into states’ 
domestic criminal codes. What enforcement of war crimes law existed was constrained largely 
to members of armed forces. The wide-scale incorporation of the law of war into domestic 
criminal mechanisms where civilians are equally susceptible to war crimes prosecution, 
including forms of vicarious liability, mitigates concerns that merely requiring State affi liation 
would inadequately serve the important concern of combatant discipline and humanity.

4. CONCLUSION

“The United States is actively engaged in the continuing development of norms of 
responsible state behavior in cyberspace, making clear that as a matter of U.S. policy, long-
standing international norms guiding state behavior also apply equally in cyberspace. 
Among these, applying the tenets of the law of armed confl ict are critical to this vision, 
although cyberspace’s unique aspects may require clarifi cations in certain areas.”60

Like other innovations in warfare, cyber warfare will likely demand altered understandings of 
existing legal and operational precepts. While the principles and even many of the particulars 
of the law of war will in large part suffi ce to ensure a level of humanity and order in cyber 
warfare, to expect an unchanged or static legal convention to operate is unrealistic and would 
be ultimately self-defeating. As the above quotation makes clear, cyber hostilities will demand 
States issue clarifi cations and even operate under glosses on accepted tenets of the law of war. 

The standards for combatant status in cyber warfare appear to be ripe for such a clarifi cation. 
Recent developments including the Stuxnet attack make clear that executing successful CNA 
will place intense demands on States’ human and technical capital, inducing many to resort 
to segments of their civilian population’s expertise and infrastructure. Given the important 
consequences of determinations of combatant status, the extent to which the law of war accepts 
or condemns States’ resort to their technical and personal capital may be one of the most 
important legal questions surrounding cyber warfare.

60 Cyberspace Policy Report, supra note 42, at 7-8.
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Well-suited to the battlefi elds they imagined and those of over 100 years of succeeding armed 
confl icts, the 1874 Brussels Declaration combatant criteria continue to perform a useful sorting 
function on kinetic battlefi elds pitting visible adversaries against one another. The important 
principles of distinction and discipline draw direct support for each of the four criteria. Yet 
transposed to the realm of cyber warfare and use to evaluate the propriety of participation in 
hostilities by cyber warriors, the 1874 criteria appear dated and detached. Mainstream legal 
scholarship on combatancy in cyber warfare would exclude many cyber warriors from the class 
of lawful combatant unnecessarily and likely to the great disruption of existing or planned State 
practice while achieving little payout with respect to humanitarian ideals. Secondary rules, such 
as the proposed State affi liation gloss on the requirements of combatant status will both take 
account of emerging State practice while supporting the critically important notion captured in 
the primary rule of distinguishing combatants from civilians.

Idealized portraits of war are not entirely fatuous. Capturing our highest humanitarian 
aspirations in international law at once testifi es to our shared interest in shielding the innocent 
and stricken from the horrors of war and reveals our belief in the power of law to work for 
good, even in the face of war. Yet alongside these aspirations must operate realistic and 
pragmatic understandings of the limits of combatants’ capabilities and characteristics. Such 
understandings and interpretations secure law’s voice in war and build the confi dence in its end 
users necessary for its further development and effi cacy.
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Direct Participation in 
Cyber Hostilities: Terms of 
Reference for Like-Minded 
States?

Abstract: According to its recently published cyber strategy, the U.S. seeks to develop 
international consensus on how traditional law of armed confl ict (LOAC) norms and 
understandings are modifi ed and applied in cyberspace to help secure this global commons. 
Although the International Committee of the Red Cross’s Interpretive Guidance on Direct 
Participation in Hostilities and the recent U.S. cyber strategy documents and policy statements 
are very different in many ways, examination of the relationships between their different aspects 
could be very useful in setting terms of reference framing the discussions which must occur to 
develop consensus on how LOAC rules and understandings regarding direct participation in 
hostilities could be adapted for use in cyberspace. This requires identifi cation of their respective 
strengths and weaknesses, and potential areas of common ground between them. To be useful, 
this examination must include consideration of the signifi cance of rules of engagement, 
formulations of hostile intent, and the proper inferences to be drawn from intelligence analyses 
as well as the legal standards by which direct participation in hostilities is determined.

Keywords: direct participation, hostilities, cyber confl icts, law of armed confl ict

1. INTRODUCTION
 
The recently issued U.S. International Strategy for Cyberspace posits an end state in which 
cyberspace is “an open, interoperable, secure, and reliable information and communications 
infrastructure that supports international trade and commerce, strengthens international 
security, and fosters free expression and innovation.”1 To reach that goal, the U.S. foresees 
coordinated, international action as necessary to “build and sustain an environment in which 
norms of responsible behavior guide states’ actions, sustain partnerships, and support the rule of 
law in cyberspace.”2 This end state would be fostered by norms resulting from the U.S.’s “work 
with like-minded states to establish an environment of expectations [...] that ground foreign 
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http://www.whitehouse.gov/sites/default/fi les/rss_viewer/international_strategy_for_cyberspace.pdf
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and defense policies and guide international partnerships.”3 Working with “like-minded” 
states is important to the U.S. because it believes the current unsettled state of cyberspace 
has resulted in part from “governments seeking to exercise traditional national power through 
cyberspace” without “clearly agreed-upon norms for acceptable state behavior.”4 In addressing 
this situation, the U.S. believes that “[l]ong-standing international norms guiding state behavior 
– in times of peace and confl ict – also apply in cyberspace,” but that the “unique attributes 
of networked technology require additional work to clarify how these norms apply and what 
additional understandings might be necessary to supplement them.”5

This paper suggests that a comparison of the INTERPRETIVE GUIDANCE6 of the 
International Committee of the Red Cross (ICRC) on direct participation in hostilities could, 
in conjunction with the International Strategy and subsequent U.S. Department of Defense 
(DoD) cyber strategy documents and policy statements, help set terms of reference to frame 
the discussions concerning the application of the principle of direct participation in hostilities 
in cyberspace. This requires, however, a frank assessment of the conceptual weaknesses and 
strengths of each approach, where they differ, and where there may be common ground. Thus, 
this paper will fi rst set out the main points of the INTERPRETIVE GUIDANCE, particularly 
noting its consideration of cyber confl ict. Next, it will examine the shortcomings in the 
INTERPRETIVE GUIDANCE’s approach to direct participation in modern armed confl icts. 
Against this backdrop, the apparent U.S. position will be examined to identify possible trends 
in the development of concepts related to direct participation in hostilities, and the ramifi cations 
of these trends were they to become operationalized. In conclusion, this paper will suggest 
that although the development of consensus among the “like-minded” on the topic of direct 
participation in hostilities will not likely be simple nor will it be smooth, its progress would 
be furthered by an understanding of how the relationships between the differences and the 
similarities in the ICRC and U.S. positions help set terms of reference for the discussions that 
must occur.  

2. THE INTERPRETIVE GUIDANCE
 
The INTERPRETIVE GUIDANCE sets out three cumulative elements that must be met before 
an individual is deemed to have lost the presumption in favor of fi nding him to be a protected 
civilian in both international and non-international armed confl ict: a threshold of harm, direct 
causation, and a belligerent nexus. 

A. Threshold of Harm 
As to the threshold of harm, the INTERPRETIVE GUIDANCE notes that if the reasonable 
result of an act would be “harm of a specifi cally military nature,” this requirement would 
generally be met “regardless of the quantitative gravity” of the adverse effect.7 As an example, 

3 Id. at 9.
4 Id.
5 Id.
6 NILS MELZER, INT’L COMM. OF THE RED CROSS, INTERPRETIVE GUIDANCE ON THE 

NOTION OF DIRECT PARTICIPATION UNDER INTERNATIONAL HUMANITARIAN LAW 
20 (2009), available at http://www.icrc.org/eng/assets/fi les/other/icrc-002-0990.pdf [hereinafter 
“INTERPRETIVE GUIDANCE”]. It was compiled on the basis of reports generated from meetings of 
international experts in the law of armed confl ict (LOAC) held between 2003 and 2008. Id. at 8.

7 Id. at 47. 

http://www.icrc.org/eng/assets/files/other/icrc-002-0990.pdf
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“electronic interference with military computer networks could […] suffi ce, whether through 
computer network attacks […] or computer network exploitation.”8 However, were the harm 
not military, the “specifi c act must be likely to cause at least death [or] injury, or destruction” of 
property.9 Accordingly, although acts such as “the manipulation of computer networks [might] 
have a serious impact on public security, health and commerce,” this impact itself would be 
insuffi cient to cross the threshold of harm.10

Some writers suggest that such a standard would be too restrictive, and that consistent with 
article 51.2 of Additional Protocol I11 (prohibiting measures that terrorize civilian populations), 
injury should include “severe physical or mental suffering.”12 Further, the “loss of intangible 
assets (e.g., funds held electronically in a banking system) that are directly transformable 
into tangible assets (e.g., currency or purchasable objects) could be” within the defi nition of 
property.13 The INTERPRETIVE GUIDANCE, however, focuses on harm that occurs in the 
geophysical world as a result of physical violence.14

B. Direct Causation
The INTERPRETIVE GUIDANCE notes that in keeping with the distinction set out in LOAC 
between direct participation in hostilities that would render an ordinarily protected civilian 
targetable and indirect participation (such as working in a munitions factory) which would 
not remove that protection, the difference between the two must “correspond […] to that 
between direct and indirect causation of harm.”15 Accordingly, “[i]n the present context, direct 
causation should be understood as meaning that the harm […] must be brought about in one 
causal step.”16 Examples of actions that would not meet this standard include capacity building 
through recruiting and training personnel.17 The INTERPRETIVE GUIDANCE notes that not 
all of the experts agreed to this formulation, citing examples such as the building of improvised 
explosive devices (IEDs) and missiles by non-state actors as being more than “mere capacity 
building […] and becom[ing] measures preparatory to a concrete military operation.”18 As 
to the timeframe during which direct participation in hostilities exists, the INTERPRETIVE 
GUIDANCE states that actions in preparation for an “act of direct participation in hostilities, as 
well as deployment to and return from the location of its execution, constitute an integral part 
of that attack.”19 If, however, 

“the execution of a hostile act does not require geographic displacement, as may be the 
case with computer network attacks[,] the duration of direct participation in hostilities will 

8 Id. at 48.
9 Id.
10 Id. at 50. 
11 Protocol Additional to the Geneva Conventions of Aug. 12, 1949, and relating to the Protection of Victims 

of International Armed Confl icts, June 8, 1977, 1125 U.N.T.S. 3 [hereinafter “AP I”].
12 Michael N. Schmitt, Heather A. Harrison & Thomas C. Wingfi eld, Computers and War: The Legal 

Battlespace, Background Paper prepared for Informal High Level Expert Meeting on Current Challenges 
to International Humanitarian Law, Cambridge, June 25-27, 5 (2004). 

13 Id.
14 INTERPRETIVE GUIDANCE, supra note 6, at 20, 49-50.
15 Id. at 52. 
16 Id. at 53. 
17 Id. at 54.
18 Id. at 54 n.125.
19 Id. at 65. These acts must be of “a specifi c military nature and so closely linked to the subsequent 

execution of a specifi c hostile act that they already constitute an integral part of that attack.” Id. at 65-66.
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be restricted to the immediate execution of the act and preparatory measures forming an 
integral part of that attack.”20

C. Belligerent Nexus
As to the third element, the purpose of the act being to directly cause an effect which crosses the 
required threshold of harm, the INTERPRETIVE GUIDANCE states that before an act could 
be considered direct participation, it must “be objectively likely to infl ict harm that meets the 
fi rst two criteria [and] specifi cally designed to do so in support of a party to an armed confl ict 
and to the detriment of another.”21 The INTERPRETIVE GUIDANCE holds that such a group 
must belong to a party to the confl ict; a status which “can be shown by conclusive behavior 
that makes it clear for which party the group is fi ghting.”22 As Professor Michael Schmitt has 
noted, this “would exclude those organized armed groups in an international armed confl ict that 
might be directing cyber attacks against one of the parties for reasons other than support of the 
opposing party,” such as unaffi liated patriotic hacker groups.23 

The INTERPRETIVE GUIDANCE notes that not all uses of armed force in an armed confl ict 
will necessarily be considered part of the on-going hostilities. For example, quelling civil unrest 
which is unrelated to the actual fi ghting in a combat zone would be excluded,24 and armed forces 
engaged in such activities would fi nd their use of force restricted to applications consistent with 
law enforcement standards and concepts of individual self-defense.25 However, it also notes that 
in many armed confl icts, serious criminals may operate such that “it is diffi cult to distinguish 
hostilities from violent crime unrelated to, or merely facilitated by, the armed confl ict.”26 In 
light of the increasing incidence of cybercrime, distinguishing between cyberspace actors who 
are directly participating in a confl ict and those who are merely opportunistic criminals could 
prove even more challenging than in the geophysical world.

D. Continuous Combat Function
The INTERPRETIVE GUIDANCE also sets out the concept of “continuous combat function,”27 
by which individuals whose functions as part of organized non-state actor armed forces 
“involve […] the preparation, execution, or command of acts or operations amounting to direct 
participation in hostilities” may be targeted even if not actively participating in hostilities at the 
time they are engaged.28 This is intended to distinguish them from “civilians who participate in 
hostilities on a merely spontaneous, sporadic, or unorganized basis, or who assume exclusively 
political, administrative or other non-combat functions.”29 This latter category of individuals 

20 Id. at 68.
21 Id. at 58 (emphasis in original).
22 Id. at 35.
23 Michael N. Schmitt, Cyber Operations and the Jus in Bello: Key Issues, 87 INT’L LAW STUDIES, 

INTERNATIONAL LAW AND THE CHANGING CHARACTER OF WAR, 89, 100 (Raul A. Pedrozo & 
Daria P. Wollschlaeger eds. 2011) [hereinafter “Cyber Operations”].

24 INTERPRETIVE GUIDANCE, supra note 6, at 62-63.
25 Id. at 76.
26 Id. at 68.
27 Id. at 33.
28 Id. at 34. 
29 Id.
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could only be targeted for such time as they were taking a direct part in hostilities, as defi ned 
supra.30 

The INTERPRETIVE GUIDANCE qualifi es continuous combat function quite restrictively. 
First, for an individual to have membership in organized non-state actor armed forces, that 
person must assume a role that “corresponds to that collectively exercised by the group as 
a whole, namely, the conduct of hostilities on behalf of a non-state party to the confl ict.”31 
Second, the acts the individual commits in such a role must occur “in circumstances indicating 
that such conduct constitutes a continuous function rather than a spontaneous, sporadic, or 
temporary role assumed for the duration of a particular operation.”32

The signifi cance of the group purpose is fundamental to this concept, for as Professor Schmitt 
has noted, “the concept of armed forces makes no sense in the absence of a group purpose 
of violence.”33 Such a group could include “an on-line group [that has] a defi ned command 
structure and coordinate[s] its war-like activities” in cyberspace.34 In Professor Schmitt’s 
view, a group without a violent purpose “is but a collection of civilians”, and its members only 
become targetable to the extent that their individual activities constitute direct participation in 
hostilities.35 As a practical matter, however, given the fl uid nature of identity in cyberspace, if 
intelligence showed that an individual member of such a group was directly participating in 
hostilities, and that similar groups ordinarily disguised their true purpose in part by vectoring 
war-like acts through a single member, it might be reasonably concluded that the requisite 
group purpose existed.

3. SHORTCOMINGS IN THE 
INTERPRETIVE GUIDANCE 
 
A. The Standard of Decision
The fi rst of the INTERPRETIVE GUIDANCE’s four shortcomings lies in not following 
through to the logical conclusion that fl ows from its acknowledgment of the practical and 
situation-dependent standard to be used to determine whether an individual is a legitimate 
military target rather than a civilian. It notes that “all feasible precautions must be taken” 
to ensure that individuals who are targeted are in fact legitimate military targets, and not 
protected civilians. “[F]easible precautions” are “those which are practicable or practically 
possible taking into account all circumstances ruling at the time, including humanitarian and 
military considerations.”36 Accordingly, the INTERPRETIVE GUIDANCE notes that the 
standard of doubt to be applied in targeting decisions is not the same as that applied in criminal 
proceedings, and instead “must refl ect the level of certainty that can reasonably be achieved 

30 “Civilians lose protection against direct attack for the duration of each specifi c act amounting to direct 
participation in hostilities, whereas members of organized armed groups belonging to a non-state party 
to an armed confl ict cease to be civilians[,] and lose protection against direct attack for as long as they 
assume their continuous combat function.” Id. at 70. 

31 Id. at 33.
32 Id. 
33 Cyber Operations, supra note 23, at 99. 
34 Id. at 98-99. 
35 Id. at 99.
36 Final Report on the Meaning of Armed Confl ict in International Law, Use of Force Committee, 

International Law Association, The Hague Conference, 75 (2010), available at http://www.ila-hq.org/en/
publications/index.cfm.

http://www.ila-hq.org/en/publications/index.cfm
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in the circumstances.”37 The targeting decision must therefore consider factors such as “the 
intelligence available to the decision maker, the urgency of the situation, and the harm likely to 
result to the operating forces or to persons and objects protected against direct attack from an 
erroneous decision.”38

These realities mean that the standard that is applied throughout the targeting process is in effect 
reasonable certainty under the circumstances.39 Reasonable inferences will be developed as a 
result of continuing analysis of an incomplete and evolving intelligence picture, and the standard 
is therefore weighted towards providing signifi cant latitude in the evaluation of the factors 
that establish direct participation in hostilities, and allowing action in response. Operationally, 
this reality tends to undermine the cumulative restrictions set out in the INTERPRETIVE 
GUIDANCE.  

B. Dismissal of Hostile Intent 
The second problem with the INTERPRETIVE GUIDANCE lies in its assessment of the 
concept of hostile intent as being too bound up with rules of engagement (ROE)40 to be useful 
in determining the legal contours of direct participation in hostilities. Because the meeting 
of experts viewed hostile intent as a technical ROE term, and ROE as national political and 
command guidance on the use of armed force that did “not necessarily refl ect the precise content 
of IHL”, it was therefore “generally regarded as unhelpful, confusing or even dangerous to refer 
to hostile intent for the purpose of defi ning direct participation in hostilities.”41 However, the 
defi nition of hostile intent is completely relevant to a discussion of the defi nition of direct 
participation in cyber hostilities, because in many ways it sets the lowest threshold for activity 
that can be seen as justifying a lethal response from an opposing armed force in armed confl ict 
involving unfriendly actors who do not necessarily identify themselves as being members of an 
organized armed force.

NATO ROE recognize that the different NATO member nations will have different interpretations 
of the right to engage in self-defense,42 and to cross-level these inconsistencies ROE are 
provided for mission accomplishment that include the authority to respond to manifestations of 
hostile intent.43 For example, NATO ROE Serial 421 provides that “[a]ttack against [designated] 
force(s) or [designated] target(s) demonstrating hostile intent (not constituting an imminent 
attack) against NATO/NATO-led forces is authorized.”44 The NATO ROE defi ne hostile intent 
as having two elements: the “capability and preparedness of individuals, groups of personnel 
or units which pose a threat to infl ict damage,” and “evidence, including intelligence, which 
indicates an intention to attack or otherwise infl ict damage.”45 

37 INTERPRETIVE GUIDANCE, supra note 6, at 76.
38 Id. 
39 Joint Targeting Cycle and Collateral Damage Estimation Methodology (CDM), Briefi ng by DoD 

General Counsel, 26 (Nov. 10, 2009), available at http://www.nefafoundation.org/newsite/fi le/awlaki_
DODUAVstrikes.pdf.

40 NATO defi nes ROE as “directives to military forces (including individuals) that defi ne the circumstances, 
conditions, degree, and manner in which force, or actions which might be construed as provocative, may 
be applied.” NORTH ATLANTIC TREATY ORGANIZATION, MILITARY COMMITTEE, MC 362/1, 
NATO RULES OF ENGAGEMENT, MC 362/1, 2 (June 30, 2003) [hereinafter “NATO ROE”].

41 INTERPRETIVE GUIDANCE, supra note 6, at 59 n.151.
42 NATO ROE, supra note 40, at 3-4.
43 Id. at ¶2, App. 1, Annex A.
44 Id. at A-19.
45 Id. at ¶3, App. 1, Annex A.

http://www.nefafoundation.org/newsite/fi le/awlaki_DODUAVstrikes.pdf
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In illustrating this defi nition, the NATO ROE look in part to objective, physical indicators 
of ill intent, such as “manoeuvering into weapons launch positions,” and non-tactical events 
such as the “increased movements of ammunition and the requisition of transport.”46 This 
defi nition also sets a threshold of harm to be used to help determine whether hostile intent is 
present, noting that “[i]solated acts of harassment, without intelligence or other information 
indicating an intention to attack or otherwise infl ict damage, will not normally be considered 
hostile intent.”47 

The anonymity of cyber space, and the ability of unfriendly actors to “spoof” their true 
identities,48 challenges the application of the principle of distinction to cyber actors. In those 
cases where the accurate identifi cation of the cyber actor would be required before undertaking 
a certain response in the geophysical world, such as imposing economic sanctions or engaging 
the known digital infrastructure of a nation because its armed forces had apparently launched 
a cyber attack by proxy, attribution is of course a crucial issue. In the context of assessing 
whether an actor with an unknown identity is taking a direct part in hostilities as measured by 
an assessment of whether their intent is hostile, however, attribution to a particular state or non-
state actor may not be necessary before engaging the threat. 

C. Inaccurate View of the Intelligence Picture
The INTERPRETIVE GUIDANCE’s third fl aw is its inaccurate assumption of what targeting 
intelligence looks like, and its lack of discussion as to how reasonable inferences can be drawn 
from analyzing patterns of information that will work to fi ll in the gaps between actual data 
hard points. These inferences lend themselves to resolving doubt as to whether an individual is 
taking a direct part in hostilities without triggering the presumption of protected status, under 
the standard of reasonable certainty discussed supra. Although targeting intelligence may often 
be uneven in quality and depth, the INTERPRETIVE GUIDANCE appears to assume a very 
broad intelligence picture being available to militaries, one which is very detailed and capable 
of informing commanders and soldiers at various levels of the information they would need 
to make the informed decisions to comply with its recommendations. For example, in the 
determination of whether civilians meet the belligerent nexus element, it makes clear that it is 
not recommending assessing the subjective intent of the actor. However, it then provides the 
confusing example of civilians who might be unaware of the role they are playing in hostilities, 
by unknowingly transporting weapons for example. In this case, it states

“[t]hey remain protected against direct attack despite the belligerent nexus of the military 
operation in which they are being instrumentalised. As a result, these civilians would have 
to be taken into account in the proportionality assessment during any military operation 
likely to infl ict incidental harm on them.”49

The chances of a targeting authority knowing that an individual transporting such a cargo was 
unaware of it are highly unlikely. The practical uselessness of this concept is demonstrated 
by the very fi ne distinction it attempts to draw between those who are executing a continuous 
combat function versus those whose war-like acts are “sporadic” or “spontaneous”:

46 Id. at ¶4, App. 1, Annex A.
47 Id. 
48 Jody Prescott, War By Analogy: US Cyberspace Strategy And International Humanitarian Law, 156 RUSI 

J. 32, 33-34 (Dec. 2010).
49 INTERPRETIVE GUIDANCE, supra note 6, at 60.
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“Where civilians engage in hostile acts on a persistently recurrent basis, it may be 
tempting to regard not only each hostile act as direct participation in hostilities, but even 
their continued intent to carry out unspecifi ed hostile acts in the future. However, any 
extension of the concept of direct participation in hostilities beyond specifi c acts would 
blur the distinction made in IHL between temporary, activity-based loss of protection 
(due to direct participation in hostilities), and continuous, status or function-based loss of 
protection [...].”50 

The INTERPRETIVE GUIDANCE provides no guidance that would help distinguish between 
reports of a series of war-like acts by an individual which are merely spontaneous as compared 
to reports on a person who commits the exact same sorts of acts but is exercising a continuous 
combat function. Instead, it posits that it is not operationally possible to “determine with a 
suffi cient degree of reliability whether civilians not currently preparing or executing a hostile 
act have previously done so on a persistently recurrent basis and whether they have the 
continued intent to do it again.”51 Hypothetically, whether an individual has committed war-
like acts in the past could be tracked by modern intelligence assets, if that information has been 
collected.52 Communications intercepts or similar reports could indicate whether this person 
is participating in the planning of future war-like act. If “the principle of distinction must be 
applied based on information which is practically available and can reasonably be regarded as 
reliable in the prevailing circumstances,”53 then the reasonable inferences that could be drawn 
from the information in this hypothetical would support an assessment of continuous combat 
function, rather than war-like spontaneity, on the part of the individual.     

D. Too Restrictive Window of Direct Participation
The fourth shortcoming of the INTERPRETIVE GUIDANCE is its overly restrictive defi nition 
of the time frame within which those directly participating in cyber hostilities may be targeted. 
Restricting this attack window to just before, during, and immediately after a cyber event is 
at odds with the manner in which potential cyber attacks could occur. First, the nature of so-
called “Zero Day”54 defects in digital infrastructure means an unfriendly intrusion could evolve 
into a potentially catastrophic attack at near light-speed.55 Second, at the moment it occurs, 
it is likely very challenging to quickly determine whether the intruder is an opposing state, 
a terrorist group, a cyber criminal, or a hacker.56 Execution of a cyber attack might follow 
immediately after an intrusion, and the preparatory measures might either be invisible to the 
affected state or seem innocuous.57 In Professor Schmitt’s view, this means that “there may be 
no ‘deployment’ at all,” since “only a computer, and not proximity to the target is required to 

50 Id. at 45.
51 Id. 
52 See Major General Michael T. Flynn, Captain Matt Pottinger & Paul D. Batchelor, Fixing Intel: A 

Blueprint for Making Intelligence Relevant in Afghanistan, Voices from the Field, CENTER FOR A NEW 
AMERICAN SECURITY, 7-8 (2010) (intelligence collection in Afghanistan focused on insurgent activity 
and identity).

53 INTERPRETIVE GUIDANCE, supra note 6, at 35.
54 William Jackson, Malicious PDFs Exploit Zero-Day Vulnerability and Adobe Reader, GOV’T 

COMPUTER NEWS, Feb. 20, 2009, available at http://gcn.com/articles/2009/02/20/pdf-zero-day-eploit.
aspx.

55 Cyber Operations, supra note 23, at 102. 
56 Committee on Offensive Information Warfare, Technology, Policy, Law, and Ethics Regarding U.S. 

Acquisition and Use of Cyberattack Capabilities, 18, 21, 90-91,William A. Owens, Kenneth W. Dam & 
Herbert S. Lin eds, NATIONAL RESEARCH COUNCIL (2009).

57 Id. at 90-93.

http://gcn.com/articles/2009/02/20/pdf-zero-day-eploit.aspx
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mount the operations.”58 Further, the cyber attack itself “might last only minutes, perhaps even 
seconds.”59 The Interpretive Guidance’s restriction of direct participation in hostilities to the 
time of execution and just before or after would therefore “effectively extinguish the right to 
strike at direct participants.”60 

4. THE APPARENT U.S. PERSPECTIVE 
ON DIRECT PARTICIPATION

There is no single unclassifi ed U.S. strategy document or policy statement that explicitly sets out 
how the U.S. understands and intends to apply the concept of direct participation in hostilities 
to cyber confl icts. Therefore, different unclassifi ed strategy documents and policy statements 
must both be considered together and individually scrutinized to glean indications of how U.S. 
policy and thinking might be evolving in this regard. One fundamental theme runs through 
all the sources of the U.S. position, however: “cyberspace activities can have effects beyond 
networks; [and] such events may require responses in self-defense” and trigger “commitments 
[it has] with [its] military treaty partners [...].”61  

A. The DoD Strategy for Operating in Cyberspace
Rather than focusing on the use of force, the unclassifi ed version of the DoD Strategy for 
Operating in Cyberspace (DoD Strategy),62 released two months after the publication of the 
International Strategy, instead describes complementary strategic initiatives which emphasize 
the need to create a well organized, trained and equipped cyber force structure; to develop 
partnerships with civilian governmental agencies, private industry, allies and other international 
partners; and the need to develop a national wellspring of talent and innovation to keep the U.S. 
military and industry competitive in the cyber arena. Although the DOD Strategy sets out the 
use of “active cyber defense” as an operating concept, it defi nes it in a fairly benign manner 
as the “synchronized, real-time capability to discover, detect, analyze and mitigate threats and 
vulnerabilities.”63 
 
To put the DoD Strategy into its proper perspective, however, it is useful to examine the statements 
made by U.S. offi cials regarding DoD’s cyber strategy in general. First, the defi nition of “active 
cyber defense” in the DoD Strategy is not completely consistent with earlier statements made 
by U.S. offi cials that suggested that “active cyber defense” included operations within other 
nations’ digital infrastructures.64 Similarly, U.S. Deputy Secretary of Defense William J. Lynn 
remarked at the time the DoD Strategy was published that although he believed “destructive 
or disruptive cyber attacks that could have an impact analogous to physical hostilities” would 

58 Cyber Operations, supra note 23, at 102. 
59 Id. 
60 Id. 
61 International Strategy, supra note 1, at 11-14. NATO handles cyber incidents under the consultative 

procedures of Article IV of the NATO Treaty rather than as attacks under Article V. NATO Agrees Common 
Approach to Cyber Defence, EURACTIVE.COM, Apr. 4, 2008, available at http://www.euractiv.com/
infosociety/nato-agrees-common-approach-cyber-defence/article-171377.

62 Department of Defense Strategy for Operating in Cyberspace, DOD, July 2010, available at http://www.
defense.gov/news/d20110714cyber.pdf [hereinafter “DOD Strategy”].

63 Id. at 7.
64 Ellen Nakashima, Pentagon considers preemptive strikes as part of cyber-defense strategy, 

WASHINGTONPOST.COM, Aug. 28, 2010, available at http://www.washingtonpost.com/wp-dyn/content/
article/2010/08/28/AR2010082803849_pf.html.

http://www.euractiv.com/infosociety/nato-agrees-common-approach-cyber-defence/article-171377
http://www.defense.gov/news/d20110714cyber.pdf
http://www.washingtonpost.com/wp-dyn/content/article/2010/08/28/AR2010082803849_pf.html
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occur in the future, that “the vast majority of malicious cyber activity today d[id] not cross this 
threshold.”65 Deputy Secretary Lynn’s use of the word “analogous” to describe the relationship 
between war-like acts in the geophysical world and signifi cant ill-intended acts in cyberspace 
was likely deliberate, and it suggests that the classifi ed version of the DoD Strategy does not 
refl ect direct translation into it of LOAC rules and concepts applicable in the geophysical 
world. Prior to the DoD Strategy’s launch, statements by DoD offi cials had indicated instead 
that it would be based on a concept of “equivalence” between geophysical world hostilities and 
unfriendly acts in cyberspace to guide its use of force in the latter domain.66 On the spectrum 
of similarity, “equivalence” would suggest a more literal adoption of LOAC concepts and 
applications than would “analogy”. 

B. The DoD Cyber Policy Report 
In November 2011, DoD provided the U.S. Congress with a report on the status of DoD’s 
efforts to operationalize LOAC concepts in cyberspace.67 The Cyber Report recognized the 
importance of establishing the identity of unfriendly actors, because cyberspace’s “unique 
characteristics [could] make the danger of escalation especially acute. For instance, the speed 
of action and dynamism inherent in cyberspace, challenges of anonymity, and widespread 
availability of malicious tools can compound communications and increase opportunities 
for misinterpretation.”68 It noted DoD’s work “with international partners to bolster cyber 
forensics capabilities,” and very intriguingly, its efforts to “assess the identity of [an] attacker 
via behavior-based algorithms.”69 Complementing these efforts, the Cyber Report noted DoD’s 
intent “to expand and deploy applications that detect, track and report malicious activities 
across all DoD networks and information systems on a near real-time basis.”70

The Cyber Report also described the scope of the challenge confronting intelligence specialists, 
noting that “[t]he often low cost of developing malicious code and the high number and variety 
of actors in cyberspace make the discovery and tracking of malicious cyber tools diffi cult.”71 

Further, “most of the technology used in this context is inherently dual-use, and even software 
might be minimally repurposed for malicious action,”72 which made it even more diffi cult to 
defi nitively recognize and effectively track unfriendly cyber actors. Despite these diffi culties, 
it stated that as with military intelligence operations in general, cyber intelligence operations 
were “governed by long-standing and well-established considerations.”73 However, perhaps in 
an implicit nod to an aggressive theory of active cyber defense, the report noted “the possibility 
that those operations could be considered a hostile act.”74 

65 William J. Lynn, Remarks on the Department of Defense Cyber Strategy, speech made in Washington, 
D.C. (July 14, 2011), available at http://www.defense.gov/Speeches/Speech.aspx?SpeechID=1593 
(emphasis added).

66 Siobhan Gorman & Julian E. Barnes, Cyber Combat: Act of War, WSJ.COM, May 31, 2011, available at 
http://online.wsj.com/article/SB10001424052702304563104576355623135782718.html. 

67 DOD Cyber Policy Report Pursuant to Section 934 of the NDAA of FY 2011(Nov. 2011), available at 
http://www.defense.gov/home/features/2011/0411_cyberstrategy/docs/NDAA%20Section%20934%20
Report_For%20webpage.pdf [hereinafter “Cyber Report”].

68 Id. at 5.
69 Id.
70 Id.
71 Id. at 8.
72 Id. 
73 Id. at 7.
74 Id. 
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Regarding cyber ROE, the Cyber Report stated that response options available to the President 
“may include using cyber and/or kinetic capabilities,”75 which means that any potential 
attacker of U.S. cyberspace interests must consider not just the possibility and risk of a U.S. 
cyber response, but also the possibility of individuals and units conducting the attack and their 
equipment being engaged in the geophysical world. The Cyber Report also stated that the U.S. 
cyber ROE refl ect “the interconnectedness and the speed that defi nes cyberspace,” and that 
therefore they “refl ect: the implications of cyber threats; the operational demands of DoD’s 
continuous, world-wide operations; and the need to minimize disruption from collateral effects 
on networked infrastructure.”76 Further, the Cyber Report noted that “[a]s in the physical world, 
a determination of what is a ‘threat or use of force’ in cyberspace must be made in the context 
in which the activity occurs, and it involves an analysis by the affected states of the effect 
and purpose of the actions in question.”77 Together, these statements emphasize the crucial 
importance of the internet to U.S. military operations, and suggest that the cyber ROE provide 
signifi cant latitude to engage on the basis of hostile intent or hostile act.  
   
The Cyber Report suggests that DoD is in fact operationalizing LOAC concepts in cyberspace in 
an “analogous” rather than an “equivalent” fashion. In general, it notes that “DoD will conduct 
offensive cyber operations in a manner consistent with the policy principles and legal regimes 
that the department follows for kinetic capabilities, including the law of armed confl ict.”78 

Importantly, this consistency is at high and abstract level, and consistency is itself a lesser 
state of compliance than conformance. The Cyber Report’s treatment of the issue of potential 
violations of third nations’ sovereignty rights also suggests this. The Cyber Report states that 
in the case of a neutral third country fi nding itself involved in a cyber threat to the U.S., DoD 
would adhere to LOAC principles”79, and that DoD’s responses could “include taking actions 
short of the use of force as understood in international law.”80 However, a number of factors 
would need to be considered in each case, including the “[n]ature of the act, [the] role of the 3rd 
country, its ability and willingness to respond effectively, and potential issues of sovereignty.”81 

5. POTENTIAL RAMIFICATIONS
OF THE U.S. CYBER STRATEGY

A. War by Analogy
If cyber confl ict is seen as only analogous to war in the geophysical world, then the translation 
of geophysical LOAC rules and interpretations into cyber LOAC norms and understandings 
will likely refl ect this perspective. If the assessment of the U.S. position supra is correct, then 
the U.S. application of this perspective regarding LOAC seems to be the inclusion of LOAC 
principles and rules as factors to be considered in whether to take action, along with very 
functional concerns of practical impact on U.S. interests. This approach presents two potential 
problems, the fi rst of which is whether the U.S. would be able to persuade a coalition of the 
like-minded of suffi cient international stature to not just agree to this approach, but to the 

75 Id. at 4.
76 Id. at 6.
77 Id. at 9.
78 Id. at 5.
79 Id. at 8.
80 Id. 
81 Id. 
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specifi c factors to be considered and any weighting of them in the decision making that would 
be required as well. Second, given that the U.S. reserves the right to respond to unfriendly 
cyber action by kinetic action in the geophysical world, and that actions in cyberspace could 
conceivably ripple into the geophysical world as well, conducting cyber war could become 
like a game of three-dimensional chess, with different rules on different levels.82 This would 
require commanders and legal advisors to not just be familiar with the effects of technology in 
cyberspace and how the agreed-upon analogous norms applied; they would also need to be able 
to simultaneously track the effects and the traditional LOAC rules applicable to those effects 
in the geophysical world. The training, educational and experiential requirements that would 
need to be met by the individuals fi lling these positions, to say nothing of the doctrine and 
educational infrastructure that would need to be built to produce such soldiers, would require a 
signifi cant investment by nations to create these capabilities.  

B. Cyber Due Diligence
The International Strategy describes “cyber due diligence” as an emerging norm essential to 
cyberspace’s proper use. This term is defi ned as states’ obligations to protect their “information 
infrastructures and secure national systems from damage or misuse.”83 As noted supra, the 
DoD Strategy is based in part on the employment of “new defense operating concepts to protect 
DoD networks and systems,” and this includes measures to better train DoD personnel and hold 
them accountable for the proper secure use of digital infrastructure and to prevent intrusions 
from occurring.84 

Neutral states are required under international law to enforce their neutrality and prevent parties 
in armed confl icts from using their territories as bases from which the parties could launch 
attacks against one another. If a state does not protect its neutrality, whether through lack of 
will or capacity, it risks being seen by the party receiving attacks from its territory as a co-
belligerent. The attacked party might then engage its attackers on the sovereign territory of 
the ostensibly neutral nation, and in that fashion the neutral nation fi nds that it has become a 
direct participant in the confl ict.85 As noted supra, the Cyber Report sets out a list of factors 
that would be considered in deciding whether to engage a cyber threat located in a third 
country, and whether the country is exercising cyber due diligence is arguably included within 
the factor of whether the country has the capability and willingness to deal with the threat 
effectively itself. Sovereignty as a consideration is expressed in terms of how the U.S. might 
handle potential sovereignty issues, which is a functional calculus quite different than the third 
country’s sovereignty itself being a factor. The concept of cyber due diligence, therefore, may 
have the effect of expanding the concept of direct participation in hostilities through loosening 
the restrictions on infringing upon another nation’s cyber sovereignty.  

C. Hostile Intent and Hostile Acts
The U.S. Standing ROE allow its forces to respond with lethal force to acts they perceive 
to be hostile. “Hostile acts” are defi ned broadly as “attack[s] or other use[s] of force against 

82 Prescott, supra note 48, at 35. 
83 International Strategy, supra note 1, at 10.
84 DoD Strategy, supra note 62, at 7. 
85 Tess Bridgeman, The Law of Neutrality and the Confl ict with Al Qaeda, 85 N.Y.U. L. REV. 1186, 1200 

n.75 (2010). 
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the [U.S.], U.S. Forces, or other designated persons or property.”86 The examples provided to 
illustrate the scope of acts considered hostile confi rm this broad application, and “include[s] 
force used directly to preclude or impede the mission and/or duties of U.S. personnel or vital 
[U.S. government] property.” “Hostile intent” is defi ned just as broadly,87 and both U.S. 
defi nitions are less restrictive than their NATO ROE counterparts.88 

Examination of the U.S. position suggests that U.S. cyber ROE provide signifi cant latitude 
to engage perceived cyber threats. The Cyber Report appears to premise action in cyberspace 
largely upon perception of hostile intent, expressed or implied, and hostile acts.89 Presumably, 
because of the speed with which cyber weapons could be deployed, relying only upon cyber 
due diligence presents too great a risk of intrusion by unfriendly actors into DoD networks. 
Determining whether an actor is demonstrating hostile intent may require cyber operators to 
conduct searches for certain malicious code in targeted software, regardless of where in the 
geophysical world those programs actually resided, as part of active cyber defense.90 Thus, 
hostile intent might be deduced from a characteristic of malware’s composition without it 
actually being employed. Interestingly, the U.S. appears to realize that such actions on its part 
could be perceived as hostile acts, which suggests that the U.S. could, were similar actions 
undertaken within its digital infrastructure, view them the same way. 

D. Threshold of Harm
Although the INTERPRETIVE GUIDANCE appears to set a threshold of harm caused by 
action against military assets and capabilities lower than the U.S. position’s, this may actually 
be an area of common ground between the two positions. The INTERPRETIVE GUIDANCE 
notes that if the reasonable result of an act would be “harm of a specifi cally military nature,” 
the threshold of harm requirement would generally be met “regardless of the quantitative 
gravity” of the adverse effect.91  The Cyber Report, however, states only that hostile acts must 
be signifi cant to be actionable.92 

Professor Nils Melzer notes that “it could be argued that cyber attacks unlikely to result in 
death, injury or destruction could still amount to an ‘armed attack’ if they aim to incapacitate 
‘critical infrastructures’ within the sphere of sovereignty of another state.”93 In the absence 
of military harm, however, it is not clear that such actions would result in their perpetrators 
being targetable if the “attack” resulted in no observable destruction in the geophysical world.94 

The U.S., however, is apparently taking an assessment of effects approach to making such a 
determination across the board. Presumably, this means guidelines as to signifi cance would 

86 INSTRUCTION 3121.01B, STANDING RULES OF ENGAGEMENT/STANDING RULES FOR THE 
USE OF FORCE FOR U.S. FORCES, CHAIRMAN OF THE JOINT CHIEFS OF STAFF, ¶e, A-3, 
Enclosure A (Jun. 13, 2005). 

87 Id. at ¶f, A-3, Enclosure A.
88 See NATO ROE, supra note 40, at ¶¶3-5, App.1, Annex 1.
89 Cyber Report, supra note 67, at 3-4, 6.
90 In response to a question whether the U.S. would be able to prevent a cyber attack before it registered in 

the U.S., General Alexander has testifi ed before the U.S. Congress that he is seeking ROE “to protect and 
prevent” cyber attack. Shaun Waterman, Cyberwarfare rules still being written, WASHINGTONTIMES.
COM, available at http://www.washingtontimes.com/news/2012/mar/20/cyberwarfare-rules-still-being-
written/. 

91 INTERPRETIVE GUIDANCE, supra note 5, at 47. 
92 Cyber Report, supra note 67, at 4. 
93 Nils Melzer, Cyber Warfare and International Law, UNIDIR Resources, 14-16 (2011), available at http://

www.unidir.org/pdf/activites/pdf2-act649.pdf.
94 Id. at 28, 31.
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be consulted in each case of hostile action, but given the speed at which activity moves in 
cyberspace, these assessments may be in large part driven by computers. This raises questions 
as to where accountable human commanders and their staffs would be included in the important 
processes that support decisions to strike direct participants in hostilities.    

Traditionally, actions very harmful to the interests of nations that did not involve the actual use 
of armed force, such as economic sanctions or espionage, were not deemed to be attacks.95 This 
understanding enjoys modern currency as well, as shown by the recent defi nition of the crime of 
aggression under the Rome Statute of the International Criminal Court. “Aggression” under the 
Rome Statute is “the use of armed force by a State against the sovereignty, territorial integrity 
or political independence of another State, or in any manner inconsistent with the Charter of the 
[UN].”96 Accordingly, Professor Matthew Waxman notes that “[c]omputer based espionage, 
intelligence collection, or perhaps even preemptive cyber operations to disable hostile systems 
would not constitute prohibited force, because they do not produce direct or indirect destructive 
consequences analogous to a military attack,”97 that is, damage in the geophysical world. 

Cyber espionage under the U.S. approach could conceivably be so signifi cant that it would be 
seen as analogous to a war-like act, and under the INTERPRETIVE GUIDANCE, the required 
casual link could possibly be established as well. Sophisticated cyber weapons are thought to 
be “[c]apable of providing remarkably adaptive payloads whose activation can be triggered in 
milliseconds or delayed for years.”98 Further, their “[p]ayloads may even be designed to receive 
instructions or mutate or change their mission either by remote message or upon satisfaction of 
certain embedded criteria.”99 Intrusions of this sort would appear to be “signifi cant” under the 
Cyber Report, and there could be a causal link between the espionage and the damage suffi ciently 
direct under the ICRC position. In the end, the conclusion as to whether someone was directly 
participating in hostilities through conducting this sort of potential sabotage, facilitated directly 
by espionage, might be the same under both the INTERPRETIVE GUIDANCE and the U.S. 
position. 

E. Perceptions of Participation
 As noted supra, DoD is undertaking efforts to improve its ability to accurately identify 
actors conducting cyber operations in part through the use of “behavior-based algorithms.”100 

Presumably, these algorithms would be used to evaluate how certain software had behaved and 
then compare these fi ndings against criteria that refl ected the identifi ed behavioral characteristics 
of different actors.101 The Cyber Report does not explicitly state that these algorithms can only 
be used to evaluate programs that had intruded into DoD systems and had been isolated – 

95 Further, depending upon the circumstances, some uses of armed force between states that resulted in 
damage or even loss of human life have not been deemed armed confl ict. Final Report, supra note 36, at 
14, 18-19, 26-27.

96 Rome Statute of the International Criminal Court, Rome, July 17, 1998, art. 8 bis.
97 Matthew C. Waxman, Cyber Attacks as “Force” under UN Charter Article 2(4), 87 INT’L LAW 

STUDIES 43, 48 (2011).
98 Sean Watts, Combatant Status and Computer Network Attack, 50 VA. J. INT’L L. 391, 402 (2010).
99 Id. 
100 Cyber Report, supra note 67, at 4.
101 See G. Narvydas, R. Maskeliunas, & R. Raudonis, Goal Directed, State and Behavior Based Navigation 

Algorithm for Smart “Robosofa” Furniture, 10 ELEC.AND ELEC. ENG’G J. 67, 69 (2011), available 
at http://www.ee.ktu.lt/journal/2011/10/15__ISSN_1392-1215_Goal%20Directed%20State%20and%20
Behavior%20based%20Navigation%20Algorithm%20for%20Smart%20Robosofa%20Furniture.pdf 
(schematic of algorithm in which next steps in navigation process determined in part by assessment of 
robot’s behavior in dealing with obstacles).
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perhaps they could be deployed into other digital infrastructures to examine programs resident 
there to determine whether they posed a threat.102 Although it recognizes that other nations 
could perceive such actions as hostile, it does not appear that the U.S. believes that so doing 
necessarily creates a state of hostilities, or that computer operators who are conducting such 
intrusions are taking a direct part in hostilities. 

Professor Sean Watts points out, however, that “the argument that intelligence collection, or 
even intelligence analysis, constitutes taking a direct part in hostilities is far stronger when such 
information increases the destructive effects or lethality of an attack.”103 In terms of the conduct 
of an actual cyber attack, if cyber specialists provide real time updates and assessments, “their 
contributions to the computer network attack begin […] to look progressively more like direct 
participation in hostilities.”104 In terms of cyber reconnaissance, the same argument holds true. 
The armed forces of the state whose digital infrastructure has experienced an intrusion would 
be derelict in their duties if they did not view that penetration as potentially destructive until 
shown otherwise, and even if the intrusion’s initial purpose was just to fi nd malware, it could 
have a secondary purpose to fi nd a Zero Day vulnerability that could be exploited destructively 
at some point in the future. Arguably, the better a state conducts its cyber due diligence, the 
less likely it is that a mere hacker or cyber criminal could fi nd their way into that state’s digital 
infrastructure. Any intrusion, therefore, would likely be assigned greater seriousness simply 
because it occurred. This risks unnecessary and potentially unmanageable escalation.  

6. CONCLUSION

The INTERPRETIVE GUIDANCE and the U.S. position represent two very different approaches 
to addressing the issue of direct participation in hostilities in cyberspace. The INTERPRETIVE 
GUIDANCE is the result of a transparent, deliberate, consensus-driven and heavily academic 
process geared towards ensuring the appropriate protection of civilians, consistent with its 
proponent’s special role in promoting the continuing and enhanced observation of LOAC.105 
The U.S. position, although cognizant of the need to achieve international consensus (at least 
among like-minded states), is the evolving product of a nation which is at this time possibly 
foremost in terms of its cyber capabilities, crafted under conditions of secrecy and heavy 
classifi cation while likely requiring great internal consensus among operators and civilian and 
military leaders, and likely geared towards preserving core U.S. economic, political and military 
interests. Critical examination of the two very different approaches allows an assessment of the 
relationships between strengths and weaknesses of each; relationships that could help defi ne a 
common platform of understanding upon which to continue the discussions which must take 
place to determine how to apply LOAC, and in particular the concept of direct participation in 
hostilities, to this crucial medium of human economic, political and social interaction. 

What form should these discussions take? The U.S. understandings of how it believes it would 
apply LOAC to operations in cyberspace may have only recently been formalized,106 suggesting 

102 Professor Melzer would argue that “probably [ ] for the purposes of targeting, data should be regarded as 
an object which may not be directly targeted unless it fulfi lls all defi ning elements of a military objective.” 
Melzer, supra note 93, at 31.   

103 Watts, supra note 98, at 427.
104 Id. at 429. 
105 INTERPRETIVE GUIDANCE, supra note 6, at 6.
106 Waterman, supra note 90 (U.S. expects standing cyber ROE to be implemented by June 2012).
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that there is still an opportunity for reexamination and adjustment. However, given the speed at 
which both cyber technology and national legal frameworks for its use appear to be evolving,107 

the ordinary process of international conferences, workshops, and meetings of experts are 
unlikely to prove fruitful in narrowing the gap between classifi ed national understandings and 
their implementers on the one hand and public scholarly interpretations and their proponents on 
the other. What is needed is a common experiential approach in which national cyber security 
personnel, including commanders, operators and lawyers, would work together with academics 
and representatives of international and non-governmental organizations in cyber situational 
training exercises. The purpose of these scenarios would not be to test whether particular cyber 
strategies and tactics would be successful; rather, they would place proponents of particular 
legal interpretations in the position of being forced to apply those interpretations to evolving 
simulations. The results of the different groups working through the simulations could then 
be analyzed and collectively compared by the participants, and this could lead to a better 
appreciation on everyone’s part as to how legal inputs into cyber operations might actually 
play out. Otherwise, the divergence between classifi ed understandings of LOAC’s application 
in cyber confl ict and their counterparts in the public domain will likely only widen, to the 
detriment of defending the democratic values inherent in the notion of a cyberspace commons. 

107 Ellen Nakashima, Pentagon is accelerating development of cyberweapons, WASHINGTONPOST.COM, 
Mar. 19, 2012, available at http://www.washingtonpost.com/world/national-security/us-accelerating-
cyberweapon-research/2012/03/13/gIQAMRGVLS_story.html.
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Attack Trends in Present 
Computer Networks

Abstract: An integral component of security mechanisms in company and governmental 
networks are Intrusion Detection Systems (IDS), which have been under intensive research 
for over 30 years. Unfortunately, even with these high-level security measures, the number 
of security incidents remains on a very high level or even rises. Therefore, for identifying the 
corresponding weaknesses, an in-depth knowledge of the various kinds of threats and state of 
the art attacks is necessary. While plenty of research about weaknesses and threats is available 
for special categories like wireless networks or sensor networks, research with respect to 
general networks, such as traditional wired networks, is widely neglected. However, the most 
important real-world harassment affects these networks. 
In this paper we present important attack vectors based on evaluations presented in the latest 
technical reports, such as McAfee, M86, Symantec and corresponding academic work. For 
example, insider attacks and attacks on the application layer are hardly detectable by current 
systems, presenting challenges for intrusion detection.
To analyse the shortcomings of current IDSs, corresponding taxonomies are presented and 
their usability with respect to the new attack vectors is discussed. Based on this, an enhanced 
taxonomy is presented which addresses the current shortcomings.
Using the new taxonomy, the weaknesses of current systems are discussed, explaining the high 
number of serious security incidents. This knowledge can be used to design a more effi cient, 
next-generation IDS.

Keywords: attack trends, intrusion detection, taxonomy, next generation IDS

1. INTRODUCTION

Current solutions for securing networks are mainly packet fi lters (PF), application layer 
gateways (ALG) and IDS. PF and ALG are used to control traffi c that enters a network and 
leaves a network based on packet information. They fi lter malicious network traffi c according 
to predefi ned rule sets. Known shortcomings of PF and ALG are generally [1,2]:
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• They cannot protect against attacks that bypass them, such as tunnelled traffi c.
• They do not protect against threats caused by internal attackers.
• They hardly protect against the transfer of malicious code.

To overcome some of these shortcomings IDSs are used in combination with PFs and ALGs. 
IDSs are primarily for learning, detecting and reporting attacks as they happen in real time. 
Basically, two types of IDS are available: signature-based (misuse) and statistical-based 
(anomaly) detection. Signature-based IDSs use pattern matching to detect signature traces in 
network traffi c. A detection of attacks is only possible for known attack signatures. Signature-
based IDSs are considered to have a low false positive, but unfortunately a relatively high true 
negative, detection rate. In contrast, anomaly-based IDSs are able to detect new kinds of attacks 
but at the price of higher false positive rates. State-of-the-art IDSs are based on traditional 
taxonomies which hardly refl ect recent attack vectors. Based on recent reports, such as [3-7], 
we have identifi ed important threats for security solutions of traditional networks.

In Section 2 we will present these threats, which are application layer attacks, zero-day exploits, 
social engineering, targeted attacks, dissemination routes, data leakage and insider attacks, 
encryption, IPv6 attacks and attacks on and with the use of cloud computing. A taxonomy 
for intrusion detection is presented in Section 3 and the shortcomings of current systems are 
discussed. Finally, the paper is concluded in Section 4.

2. ATTACK AND TECHNICAL TRENDS

Nowadays, economic crime affects many large companies [8]. 61 percent of these companies 
reported that they have become the victims of economic crimes in the past two years. On average, 
these companies report eight cases a year. In addition to high fi nancial losses, substantial non-
pecuniary damage is reported: loss of reputation, damage to business and loss of morale.

Symantec recorded more vulnerabilities in 2010 than in any previous year since starting 
their internet security thread report6. While many attacks are directed at large enterprises and 
governmental organisations, they can also target small and medium businesses and individuals. 
Similarly, senior executives are not the only employees being targeted. In most cases, a 
successful compromise requires only victimising a user with just limited access to network 
or administrative resources. A single negligent user or unpatched computer is suffi cient to 
give attackers a beachhead into an organisation from which to mount additional attacks on the 
enterprise from within, often using the credentials of the compromised user [34].

Based on annual security reports from Panda [4], McAfee [9], M86 Security [10] and Symantec 

[5-7], we have identifi ed the following attack trends, summarised in Figure 1 and discussed in 
the next paragraphs: application layer attacks, zero-day exploits, social engineering, targeted 
attacks, dissemination routes, data leakage and insider attacks, encryption, IPv6 attacks, and 
attacks on and with the use of cloud computing.
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FIGURE 1. TODAY’S ATTACK TRENDS

A. Application Layer Attacks
Each communication layer has its own security challenges. In particular, the application layer 
with its variety of supported protocols offers many vulnerabilities and access points for attackers 
and in return makes it very diffi cult to fend off attacks. Furthermore, attacks on this layer are 
especially attractive to attackers, since this layer offers direct access to information without for 
example the need for a cumbersome extraction of the payload from the package.

Botnets are one of the most important security harassments today. Numerous systems like 
personal computers are misused and remote-controlled by the installation of local agents. 
Because of their placement within the network (which is typically secured against access from 
outside), Bots are able to communicate to an external server taking commands and executing 
attacks. Botnets are hard to detect for traditional IDSs, but even more complex because of 
encrypted communication methods and distributed control systems of modern botnets. Another 
important fact is that more than 70% of the current attacks are conducted on the application 
layer. Therefore, they have to be evaluated using the packet payload. On the other side, 
encryption technologies like TLS are more and more widespread, hampering the application of 
payload inspection methods (deep packet inspection, DPI).

Due to increasingly complex application software, like browsers with their numerous Add-Ons, 
extensive vulnerabilities are available and used intensely by attackers.
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Some of the relevant application layer attacks are [7]:

• Scripting vulnerabilities
• Cookie poisoning
• Hidden fi eld manipulation
• Parameter tampering
• Cross-site scripting
• SQL injection

In addition, traditional attack techniques like buffer overfl ows are also used to execute attacks 
on the application layer. Even techniques like address space layout randomization (ASLR), 
which makes sure that system functions are located at randomly chosen addresses (instead 
of being located at the same memory address anytime), or sandboxing can be overcome by 
sophisticated attacks like JIT-spraying. According to security reports published by Symantec, 
since a few years ago the proportion of application layer attacks is over 70% in comparison with 
the total amount of all attacks, and still increasing, therefore displacing traditional operating 
system and network layer-oriented attacks [6,7,11].

B. Zero-Day Exploits
A Zero-Day exploit occurs when a fl aw is discovered in software and a programme exploiting 
the vulnerability is available before or on the day the vendor gets to know about the fl aw.

So-called “fi le format vulnerabilities” remain the fi rst choice for Zero-Day exploits. In this 
regard, most attacks relate to Adobe PDF, Flash Player and Microsoft Offi ce Suite (PowerPoint, 
Excel and Word) and the corresponding third party add-ons (which make the patching process 
more complicated and thus increases the options for potential attackers). The time vendors need 
for developing patches against Zero-Day vulnerabilities is often too long, for instance because 
they want to stick to so-called Patch-Days instead of releasing updates individually. Often 
vendors are unable to fi x vulnerabilities quickly due to a lack of security-by-design. In software 
engineering, this means that the software has to be designed from the ground up to be secure.

All in all, Zero-Day vulnerabilities remain one of the major threats and, therefore, require 
additional security measures.

C. Social Engineering

Social engineering was used intensely in the 1980s, for example by well-known hackers like 
Kevin Mitnick. Social engineering describes a non-technical kind of intrusion that relies heavily 
on human interaction and often includes fooling other people to dig normal security measures.
Social engineering is a key component for today’s and upcoming attacks, utilising the weakest 
link of the chain, the user. In distinction to other technical measures, here, attackers may seem 
unassuming and respectable (possibly a new employee or repairman and sometimes even with 
some credentials to prove the faked identity).

One of the most known attacks in the fi eld of social engineering is called the phishing attack. 
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It uses emails or malicious websites to gather personal information by claiming to be a trusted 
organisation.

Other techniques, such as scareware, rogueware, and ransomware-attacks, are also known. 
Scareware includes several types of scam software with malicious payloads, or limited or no 
benefi t, often sold to consumers by unethical business practices. The approach uses social 
engineering to cause shock, fear or the perception of a threat, usually to unsuspecting users. 
Rogueware is a form of computer malware that causes users to pay money for the faked or 
simulated removal of malware. Ransomware is computer malware that holds a computer 
system, or the data contained therein, as a hostage to its users with a demand for ransom for 
the restoration.

Awareness of the risks and available safeguards is the fi rst line of defence for security of 
information systems and networks. Some problems which need to be addressed in the fi eld of 
social engineering are [12]:

• People do not understand the technology
• People are caught off guard
• People trust known people (co-workers)
• People trust the system
• People are in a hurry
• People get careless

D. Targeted Attacks
The times of large-scale virus attacks have mostly passed. Some of the biggest threats to the 
security of corporate networks nowadays are targeted attacks. Here, in contrast to other attacks, 
the design is specifi cally tailored to individuals or organisations. Thus, on the one hand the 
probability that the victim actually opens the e-mail is increased and, on the other hand, existing 
protective measures are easier to be bypassed. Therefore, the attacker starts with identifying 
potential victims by making use of public available data like the website of a company or the 
data available in social networks like Facebook or Twitter. Many people are careless when 
dealing with sensitive data, especially in the context of social networks. Due to the personal 
data found in the network an individualised email concerning a current topic and containing a 
malicious payload is generated and sent to the victim. If the victim opens the payload, than the 
computer can be used and controlled by the attacker.

Since 2005, an increase in targeted attacks on federal agencies and industrial espionage can 
be observed [8]. Public attention was especially gained in 2007, when numerous computers 
in federal ministries and the German Chancellery were infected with spy-ware as a result of a 
targeted attack. Recently, some methods have emerged that allow an even more sophisticated 
profi ling, enabling an attacker to start more advanced targeted attacks or to improve the 
effi ciency of spam campaigns. Here, the profi les of the different social networks are evaluated 
by special procedures and automatically linked between each other to enrich the information 
(cross-correlation). It has been demonstrated that – based on a list of about 10.4 million e-mails 
– the automatic user profi ling of more than 1.2 million user profi les, including the linking 
between different social networks, is possible.
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Other important examples of targeted attacks are the Hydraq Trojan (also known as Aurora) 
which affected Google and several other large companies in 2009, or the attack on RSA in 
2011, which was compromised by attackers using this Trojan [13]. In Aurora, a Zero-Day 
vulnerability which affected three versions of Internet Explorer and various Windows operating 
systems was used. The attackers sent targeted emails to people of high-ranking management 
who had privileged access rights to various applications [4]. Afterwards, the malicious code 
was used to access and steal information from Gmail accounts. The attack on RSA and the 
consecutive attacks on Lockheed Martin and other US defence contractors are some of the latest 
and most sophisticated examples of a targeted attack. First, the network of RSA was attacked by 
the use of social networks and a vulnerability in Adobe Flash [14]. In the next step, data about 
employees of the company was collected and used to send personalised phishing emails. The 
emails contained a malicious spreadsheet which exploited a Zero-Day vulnerability in Adobe 
Flash and enabled remote access to the attackers. By that, information about 40 million two-
factor authentication accounts of SecureID was stolen. After that, malware and phishing attacks 
were used to link tokens to end-users [3]. Based on this association, the consecutive attacks on 
Lockheed Martin and other companies were carried out by compromising the SecurID accounts.

E. Dissemination Routes
The dissemination routes of malicious software are not restricted to networks like the Internet 
or services like email. Just like at the beginning of the development of malicious software in the 
mid-80s, data storage media is an important method of distribution. The formerly used fl oppy 
disks have been replaced by cheap memory sticks with high capacity. Because of the use of 
the autorun-functionality, an infection can be automated easily. For example, promotional gifts 
like USB-sticks given away at trade shows are popular instruments [34]. By connecting the 
stick to a computer, a Trojan – previously placed on the stick – installs itself onto the system 

[34]. Therefore, malicious code is injected directly into the target system or inside a network, 
bypassing the security systems.

With the help of this offl ine-propagation method, formerly secure systems and networks like 
Supervisory Control And Data Acquisition Systems (SCADA) can also be compromised, as 
demonstrated by the well-known example of Stuxnet [34].

In addition, the attack tool’s automation level and their sophistication continue to improve. No 
technical in-depth knowledge is needed to create new, unknown and malicious software any 
longer [15]. The fi rst attack kit named Virus Creation Lab in 1992 provided basic functionality, 
but state-of-the-art kits like Mpack and Nukesploit or Command-and-Control toolkits such as 
Spy Eye or Zeus are highly professional [16]. These toolkits are sold for several thousand 
Dollars with different service levels. Due to their professionalisation and commercialisation, 
these easy-to-use attack kits can produce serious damage. 

F. Data Leakage and Insider Attacks
The term data leakage prevention (DLP) refers to the protection against a suspected, but not 
measurable and sometimes not even detectable, sharing of information to unwanted recipients 

[17]. In contrast to insider threats, data leakage includes accidental or unintentional data loss 
in addition to malicious theft [18]. Numerous scandals about data loss and data theft have 
gained public interest in the recent past [19, 20]. While governments and militaries were in 
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the spotlight of attacks during the cold war, today, the industry is the most important target for 
espionage. For example, a study of the consultancy PricewaterhouseCoopers and the University 
Halle-Wittenberg specifi ed that the economic loss for each individual business company in 
Germany was on an average about 5.57 million Euros in 2009. Sixty-one percent of all large-
scale enterprises had been hit by business crime in the past two years [8].

Regarding the protection against industrial espionage and information fl ows out of the company, 
many businesses focus only on protection against attacks from outside. In times of rising 
fears of losing one’s job, permanently growing workloads and often a lack of appreciation of 
performance, many employees are increasingly willing to enrich themselves at the expense 
of the company they are working for. Loyalty to the employer is no longer always natural. A 
loss of wages is thus more often compensated by a small additional income. The particular 
endangerment by the insider is based on the authorised access and their knowledge about the 
security mechanisms. The numbers of insider threats compared with all incidents of data loss 
differ keenly from 17% up to 80% [21, 22]. When investigated in a study conducted of German 
companies about types of employees who were specifi cally responsible for the espionage, fi rst 
and foremost, the clerks (who usually have many access rights including access to sensitive 
documents and information) with 31.4% were identifi ed, followed by skilled workers with 
22.9% and 17.1% within the management. Together these three areas caused about two thirds 
of the entire data leakage of the company.

Countermeasures to avoid data leakage are quite complex. For example, all fi les that are read by 
or written to all USB devices must be logged so that each change to sensitive data is traceable. 
Furthermore, with the use of a unique serial number, a USB stick can be assigned to only 
one specifi c user. As the stick is encrypted, reading the data on the stick is only possible for 
colleagues of the department or superiors.

G. Encryption
Cryptography was invented to protect communication; this is the reason why militaries in the 
world and scientists have developed it. Even the protection of stored data can be seen as a form 
of communication [23], here with the addition that each key must exist as long as the encrypted 
data exists. The storage of these keys is thus as important as the storage of the data. Therefore, 
encryption is not reducing the number of secrets that must be stored safely; it is only making 
their size smaller. In the past, keys have been stored in the human brain and by that in a way 
that is not connected to a network (and thus kept safe in principle), but this approach does not 
work for the Internet today. Often, keys are needed for the communication between systems in 
an automated fashion; shared secrets must be stored, etc. So, keys can no longer be saved in the 
brains of people. They must be stored on the same computer that hosts the data or at least on a 
network-wide available system – and that is a lot riskier.

Beside the challenges regarding the security of the keys itself, the usage of encryption rises 
generally. Not only are more and more services and servers offering encrypted access to their 
customers, the attackers are also making increasing use of cryptography to hide and to secure 
their activities. For example, the latest botnets use encrypted communication channels to hide 
their presence from IDSs or next generation fi rewalls.
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The trend towards the use of encryption will also be enforced with the broader application of 
IPv6. This will have a signifi cant impact on the applicability of security devices and mechanisms 
and the detectability of attacks.

H. IPv6
At the moment, due to missing IPv6 security features in routers, fi rewalls and other critical 
network infrastructures and the lack of IPv6 testing and experience, many Internet providers 
tend to slowly migrate from IPv4 to IPv6, or at least they deploy IPv6 parallel to IPv4. A 
recent study showed a percentage of IPv6 traffi c of just 0.03% compared with 0.002% from 
the previous year [24]. Nevertheless, the amount of IPv4-to-IPv6 tunnels will increase and it is 
still not clear whether all of these tunnels are implemented correctly. Some have the view that 
attacks that make use of IPv4-to-IPv6 tunnels to conceal the attack are already known.

IPSec is a mandatory component of IPv6 and is implemented using the authentication header 
and the Encapsulating Security Payload extension header [25]. In February 2011, the last 
address block of IPv4 was assigned [26]. The lack of IPv4 addresses on the one side and the 
increasing number of new devices on the Internet on the other side, for example mobile devices 
like smartphones, will speed-up the utilisation of IPv6 in the near future and, therefore, also the 
even wider distribution of encryption as mentioned above.

I. Cloud Computing
Many people and organisations are nowadays using cloud services to take advantage of 
convenience and attractive pricing (e.g., pay-as-you-go fi nancing).

Nevertheless, there are valid security concerns including lack of control of data, downtime 
due to an outage and lack of visibility as already outlined in [33]. Despite excellent security 
practices employed by many cloud providers, the fact remains that these services are likely to 
be prime targets. During 2011, as mentioned in [10], Sony’s PlayStation network was hacked, 
leading to a shutdown in the service that affected about 77 million users. LastPass, a web-based 
password management company, also had its system breached, resulting in the necessity for 
all users to change master passwords [33]. Cloud service providers are huge targets. Since the 
data is concentrated, and the systems are standardised, a successful breach could yield a lot of 
valuable data for an attacker. For these reasons, it is predicted that more high-profi le attacks on 
cloud service providers are to come in 2012 [10].

In addition it has been demonstrated, for instance in [35], that attackers can make use of cloud 
services for purposes like breaking encryption using tools, like the so called ‘Cloud Cracking 
Suite’.

3. TAXONOMY

To understand the origin of the security incidents respectively the shortcomings in the detection 
process, current IDSs, can be evaluated by a taxonomy. A classifi cation or taxonomy is a 
hierarchical structure of a fi eld of knowledge into groups. The classifi cation has to be made in a 
manner that several properties are satisfi ed (e.g., [27, 28]): mutual exclusiveness, completeness, 
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traceability, convenience, clarity and acceptance. The divisions are used, for example, to 
investigate new systems ordered by weaknesses. 

No generally accepted taxonomy is available for the allocation of IDSs, therefore, various 
classifi cations of very different levels of detail can be found in the literature. The taxonomy 
published by Debar et al. [29] is widely used: The most common characteristic is the detection 
method, behaviour- (anomaly) or knowledge- (signature) based. The behaviour of detection can 
be active or passive while the audit source location can be the host or application log fi les or 
network packets. While the detection paradigm can be state- or transition-based, the frequency 
of usage can be continuous monitoring or a periodic analysis. With respect to present attacks and 
technical trends, this division is not suffi cient for the analysis and evaluation of today’s IDSs. 
Especially, the aspect of the completeness of the evaluation must be taken into consideration 
for modern systems because of the increasing amount of traffi c which is encrypted and is, 
therefore, not analysable by most IDSs. Because of this, we enhanced the current taxonomies 
with the category “completeness” and the corresponding sub-levels “data dependency” and 
“incidents” (see Figure 2). While the fi rst one describes the dependency of an IDS to have 
access to the communication data, especially the payload of the network packets, the latter one 
considers the detectability of attack sources, both external and insiders.
  
FIGURE 2. CLASSIFICATION OF IDS BASED ON THE TAXONOMY OF 
DEBAR AND EXTENDED WITH THE CATEGORY COMPLETENESS

Also, the categories like social engineering, targeted attacks or insider attacks are not 
represented. Even though this is not the original goal of the (technical) IDS taxonomies, 
these are the most important attacks today, thus having an high infl uence on the assessment of 
IDSs. Numerous other taxonomies exist, e.g. the comprehensive classifi cation by Sabahi and 
Movaghar [30], which includes aspects like the environment, or the taxonomies of Sundaram 

[31] and Bolzoni [32] which are specialised on a fi ne subdivision of the detection behaviour 
respectively, a specialised taxonomy for anomaly-based systems. Anyway, none of the existing 
taxonomies are able to refl ect the current attack trends and, therefore, cannot give a meaningful 
evaluation of the performance of today’s IDSs.

Regarding the attack and technical trends identifi ed, the following requirements must be 
fulfi lled by a modern IDS:

• A complete analysis of the network traffi c must be provided, independent from the 
data layer and from protective measures like payload encryption.
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• Several characteristics of modern attacks exploit human weaknesses, e.g. when using 
social engineering methods or targeted attacks. Also bots, which are installed on 
systems of e.g. a company network (therefore, already inside the trusted network) 
or activities by insiders can be diffi cult to detect. These are properties which can 
be hardly detectable on a technical layer. Therefore, the capabilities of an IDS must 
comprise detection methods for attacks from the outside as well as irregularities 
of any kind from the inside, which typically will only possible by sophisticated 
anomaly-based techniques.

The shortcomings of current taxonomies and the abstract enhancement with the category 
“completeness” emphasise the central challenge of today’s intrusion detection: the sophisticated 
and advanced attack techniques make use of all levels  of abstraction – from technical aspects 
to human weaknesses. Therefore, some important attack vectors are hardly detectable with 
purely technical procedures. Behaviour-based detection systems are mandatory to overcome 
the current shortcomings, but also with these techniques, the completeness of the detection 
with respect to the possible attacks remains a crucial factor which has to be evaluated for every 
IDS in depth.

4. REMARKS

As already reported in [33], the Internet has revolutionised our social and business habits today. 
It has evolved from a network of computers and information into a network of people. The 
future Internet will consist of dynamically scalable and virtualised resources, which will be 
provided by providers as a service over the Internet. Aside from the obvious socio-economic 
aspects, also the technical side will change considerably. Due to the fact that the number of 
“services over the Internet” will increase tremendously and get more and more important as 
new business models, the providers of the future Internet will need to cope with new problems.

They will not only have to solve scalability and availability problems, but more importantly 
new security issues will arise and so new kind of attacks on the future Internet will be feasible. 
Key challenges in such a highly complex environment where data and services are also located 
somewhere in “clouds” are security, privacy and trust. The term “services over the Internet” 
implies that not only the data of the end users has to be encrypted, but also the whole network 
communication from end user to service providers. This claim for encryption is not only to 
justify the end user acceptance of services. Legally, regulations like BASEL II and most EU 
and national data privacy laws mandate that fi rms are to encrypt information transferred over 
the network when using services provided in the future Internet [33].

The emergence of new technologies and services, as well as trillions of devices and petabytes 
of data to be processed and transferred, mean that we have to deal with new threats and 
vulnerabilities, in addition to handling the remaining old ones. One must cope with attacks on 
the networks, but well-established IDSs and Internet early warning systems (IEWS) will not 
defend anymore, because of the encrypted packet payload [33]. The provider has no chance to 
decrypt the packet payload since the decryption key is not available and de- and encryption of 
millions of packets is too resource devouring.
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Since neither the Internet, nor the future Internet consist only of national networks and national 
providers, the described problem needs to be addressed on a multinational level. Services 
are already offered nowadays to the end users without the information where the services or 
parts of the services are located (e.g. cloud computing). Nor is the end user interested in the 
service location but only in the availability and the safeguarding of the service. National and 
international providers need expert knowledge in how to secure provided services to end users 
and how to detect and prevent next-generation networks attacks. 

5. CONCLUSION

Even if fi rewalls and state-of-the-art IDSs are in place in today’s company networks, the 
number of incidents remains on a high level and new incidents are reported on a day-to-day 
basis. Several aspects have been identifi ed which are responsible for the bad performance of 
current security systems: more and more attacks are targeted attacks and specifi cally designed 
and social engineering is used to bring the victim to execute the malicious operation. By the 
use of, for example, memory sticks, secured and isolated systems and networks can also be 
attacked. Application layer attacks, an increasing number of Zero-Days and the insider threat 
are further tendencies. The specifi c characteristics of these trends cannot be refl ected by current 
taxonomies, therefore, hampering the development of new security systems and devices. The 
human being remains the weakest link of the chain, enabling sophisticated attacks where the 
legal user is manipulated to execute the disguised attack by himself with his authorised access 
and without realising the subjacent attack. To overcome these shortcomings, new concepts for 
the support and comprehension of users into the security processes are necessary.
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“Attack” as a Term of Art 
in International Law: The 
Cyber Operations Context

Abstract: This article examines the meanings of “attack” in international law. It points out that 
the term is used in two distinct bodies of that law. First, the term “armed attack” appears in the 
jus ad bellum, which governs when a State may resort to force as an instrument of its national 
policy. In that context, it serves as a condition precedent to the resort to force in self-defence 
pursuant to Article 51 of the UN Charter and customary international law. Second, in the jus in 
bello attack refers to a particular type of military operation to which various prohibitions and 
restrictions apply. The jus in bello, or international humanitarian law, establishes rules as to how 
operations may be conducted during an armed confl ict. The article examines and analyses these 
usages both to distinguish them from each other and to better inform the non-legal community 
as to their legal signifi cance.

Keywords: jus ad bellum, jus in bello, international humanitarian law, armed attack, self-
defence, attack, distinction

1. INTRODUCTION

The U.S. Department of Defense’s Dictionary of Military Terms defi nes “computer network 
attack” (CNA) as “[a]ctions taken through the use of computer networks to disrupt, deny, 
degrade, or destroy information resident in computers and computer networks, or the computers 
and networks themselves.”1 NATO adopts this defi nition in its Glossary of Terms, but adds the 
parenthetical that “[a] computer network attack is a type of cyber attack.”2 Curiously, it does not 
defi ne “cyber attack” and the reference contains the sole mention of “cyber” in the document.

The term “computer network attack” is adequately descriptive for non-legal use. For instance, 
it usefully distinguishes such operations from computer network defence, computer network 
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exploitation and other cyber activities.3 Despite practical utility, its use causes measurable 
disquiet among lawyers, for “attack” is a legal term of art that has specifi c meaning in the 
context of two very different bodies of international law governing State behaviour in times of 
crisis or confl ict. In both cases, the term represents a consequential threshold that delineates the 
legality of particular cyber operations, and, in some cases, the lawfulness of responses thereto.

This article seeks to bridge the terminological gap between the legal and non-legal communities 
by examining and explaining the signifi cance of the word “attack” in international law. 
Hopefully, doing so will imbue policy makers, cyber operators and technical experts with 
greater sensitivity to the legal dimensions of the verbiage they employ when addressing cyber 
matters. Although the two communities may not speak the same language, members of both 
benefi t from being bilingual.

2. THE LEGAL ARCHITECTURE

The international law governing confl ict consists of two distinct bodies of law:  the jus ad 
bellum and the jus in bello. Jus ad bellum norms govern when States, as an instrument of their 
national policy, may resort to force. They address, inter alia, the prohibition of the use of force 
by States and the exceptions thereto, most notably the right of self-defence and authorization or 
mandate by the UN Security Council.4 The jus in bello, by contrast, deals with how the military 
and other armed actors may employ force, including who and what may be targeted. 

These norms, also labelled the “law of armed confl ict” or “international humanitarian law” 
(the latter term adopted in this article), apply in situations of “armed confl ict” irrespective 
of whether the State or armed actor in question has resorted to force in compliance with the 
jus ad bellum. Differing objects and purposes animate the two bodies of law and explain the 
impenetrable barrier between them. The jus ad bellum seeks to maintain peaceful relations 
within the community of nations by setting strict criteria as to when States may move beyond 
non-forceful measures such as diplomacy, economic sanctions and counter-measures.5 Of 
particular note is the right to do so in self-defence when either facing an “armed attack” or 
coming to the aid of another State which is defending itself (collective self-defence). By 

3 Computer network operations comprise “computer network attack, computer network defense, and related 
computer network exploitation enabling operations. DoD Dictionary of Military Terms, supra note 1. 
Computer network defense is defi ned as “[a]ctions taken to protect, monitor, analyze, detect and respond 
to unauthorized activity within Department of Defense information systems and computer networks,” 
whereas computer network exploitation encompasses “[e]nabling operations and intelligence collection 
capabilities conducted through the use of computer networks to gather data from target or adversary auto-
mated information systems or networks.” Id. 

4 U.N. Charter, arts. 2(4), 42 & 51.
5 Countermeasures are “measures that would otherwise be contrary to the international obligations of 

an injured State vis-à-vis the responsible State, if they were not taken by the former in response to an 
internationally wrongful act by the latter in order to procure cessation and reparation.” Draft Articles on 
Responsibility of States for Internationally Wrongful Acts, Report of the International Law Commis-
sion on the Work of its 53rd sess., UNGAOR, 56th sess., sup. No. 10 (A/56/10), ch. IV.E.1, at p. 128, 
available at http://untreaty.un.org/ilc/texts/instruments/english/commentaries/9_6_2001.pdf [hereinafter 
Articles of State Responsibility]. Note that Article 50 of the Articles of State Responsibility provides that 
countermeasures cannot amount to a use of force. However, this position, which the author accepts, was 
challenged by Judge Simma in the Oil Platforms case, where he argued that countermeasures could involve 
force when in response to an act that itself amounted to a use of force, but did not qualify as an armed at-
tack. Oil Platforms (Islamic Republic of Iran v. U.S.), 2003 I.C.J. 161, ¶¶12-13 (Nov. 6) (separate opinion 
of Judge Simma).
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contrast, international humanitarian law seeks to minimize harm during an armed confl ict that 
is either unnecessary to effectively accomplish legitimate military aims or excessive relative 
to them. It does so most directly by establishing legal boundaries for the conduct of “attacks.” 
Ignoring “right or wrong” under the jus ad bellum optimizes this purpose. 

Since the term “attack” applies in separate bodies of law with discrete objects and purposes, it 
is unsurprising that its meaning differs depending on its source. In the jus ad bellum, it appears 
in Article 51 of the United Nations Charter: “Nothing in the present Charter shall impair the 
inherent right of individual or collective self-defence if an armed attack occurs against a 
Member of the United Nations, until the Security Council has taken measures necessary to 
maintain international peace and security.” Article 51, recognized as refl ective of customary 
international law by the vast majority of legal scholars, is an express exception to Article 2(4) 
of the Charter, which provides that “[a]ll Members shall refrain in their international relations 
from the threat or use of force against the territorial integrity or political independence of any 
state, or in any other manner inconsistent with the Purposes of the United Nations.” Taking the 
Articles together, a State may “use force” without violating Article 2(4) when it is the victim 
of an “armed attack”, as that term is envisaged in Article 51. Self-defence requires no ex ante 
authorization from the Security Council, States alone enjoy the right of self-defence, and the 
right only attaches to armed attacks with a transnational element.6 

In international humanitarian law, “attack” refers to a particular category of military operations. 
Article 49(1) of the 1977 Additional Protocol I to the 1949 Geneva Conventions defi nes 
“attacks” as “acts of violence against the adversary, whether in offence or in defence.”7 It is a 
neutral term in the sense that some attacks are lawful, whereas others are not, either because of 
the status of the object of the attack or how the attack is conducted. Neutral though it may be, 
“attack” is operatively a key threshold concept in international humanitarian law because many 
of its core prohibitions and restrictions apply only to acts qualifying as such. 

It is important to bear in mind that this notion only attains relevance once an “armed confl ict” 
is underway. Like “attack”, “armed confl ict” is a legal term of art referring to two types of 
confl icts: 1) international armed confl icts, which are between States; and 2) non-international 
armed confl icts, which are confl icts at a certain level of intensity and organization between a 
State and an organized armed group or between organized armed groups.8 Absent a situation 
qualifying as one of these confl icts, domestic and human rights law, not humanitarian law, 
governs the activities in question.

6 In the cyber context, the meaning of the term “use of force” is highly unsettled. See Manual on the Inter-
national Law Applicable to Cyber Warfare (Tallinn Manual), (Michael N. Schmitt et al. eds., Cambridge 
University Press, forthcoming 2013) [hereinafter Tallinn Manual]. 

7 Protocol Additional to the Geneva Conventions of 12 August 1949, and Relating to the Protection of 
Victims of International Armed Confl icts, art. 49.1, June 8, 1977, 1125 U.N.T.S. 3 [hereinafter AP I].

8 For the thresholds applicable to international and non-international armed confl ict, see common articles 2 
and 3 respectively to the four Geneva Conventions. Note that in addition to situations involving hostilities, 
the applicability of humanitarian law extends to those in which there has been a declaration of war or occu-
pation, even when hostilities have not broken out. Convention for the Amelioration of the Condition of the 
Wounded and Sick in Armed Forces in the Field, Aug. 12, 1949, 6 U.S.T. 3114, 75 U.N.T.S. 31; Conven-
tion for the Amelioration of the Condition of Wounded, Sick and Shipwrecked Members of Armed Forces 
at Sea, Aug. 12, 1949, 6 U.S.T. 3217, 75 U.N.T.S. 85; Convention Relative to the Treatment of Prisoners 
of War, Aug. 12, 1949, 6 U.S.T. 3316, 75 U.N.T.S. 135; Convention Relative to the Protection of Civilian 
Persons in Time of War, Aug. 12, 1949, 6 U.S.T. 3516, 75 U.N.T.S. 287.
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To summarize, an “armed attack” is an action that gives States the right to a response rising 
to the level of a “use of force,” as that term is understood in the jus ad bellum. By contrast, 
the term “attack” refers to a particular type of military operation during an armed confl ict to 
which particular international humanitarian law norms apply. The general outline fashioned, it 
is apropos to examine the terms as they apply in the cyber environment.

3. CYBER “ARMED ATTACKS” 
UNDER THE JUS AD BELLUM

Before turning to the possible qualifi cation of cyber operations as armed attacks, it is important 
to grasp the related point that there are no unique restrictions on the resort to defensive cyber 
operations in response to kinetic operations that qualify as an armed attack.  On the contrary, 
they mirror those applying to kinetic defensive actions. For instance, cyber operations have to 
comply with the jus ad bellum principle of necessity, by which force may only be employed 
defensively to the extent non-forceful measures are unlikely to suffi ce. They equally have to 
comport with the jus ad bellum principle of proportionality, allowing only that degree of force 
required for an effective defence.9 Cyber uses of force in the face of an armed attack must 
further meet the related requirements of imminency and immediacy, which limit, respectively, 
responses in anticipation of, and subsequent to, an attack. These and other questions, in particular 
the legal meaning of the phrase “use of force”, are dealt with at length in the forthcoming 
Tallinn Manual.10 

The question at hand, however, is when does a cyber operation qualify as an armed attack, that is, 
when does an action against a State legally merit a response with either cyber or kinetic actions 
that are at the level of a use of force?11 The challenge lies in interpreting the adjective “armed.” 
“Armed” is not to be equated with “force” in the sense of Article 2(4). The International Court 
of Justice recognized this normative “gap” in the Nicaragua Judgement when it found that 
there are “measures which do not constitute an armed attack but may nevertheless involve a 
use of force” and distinguished “the most grave forms of the use of force from other less grave 
forms.”12 The Court cited supplying weapons and providing logistical support to a rebel group 
in another State as an example of a use of force that did not amount to an armed attack against 
that State.13 This gap makes sense in light of the central object and purpose of the United 
Nations Charter – to craft a system that effectuates a strong presumption against the use of 
force in international relations and favours collective responses to threats to (or breaches of) the 
peace over unilateral ones. 

The result is a normative schema in which all armed attacks are uses of force, but not all uses 
of force are armed attacks. As a consequence, States may face cyber operations constituting a 
use of force, but be unable to respond in kind because the offending operations fall within the 

9 Military and Paramilitary Activities in and against Nicaragua (Nicar. v. U.S.), 1986 I.C.J. 14, ¶¶ 176,194 
(June 27); Legality of the Threat or Use of Nuclear Weapons, Advisory Opinion, 1996 I.C.J. 226, ¶ 41 
(July 8); Oil Platforms, supra note 5, ¶¶43, 76.

10 Tallinn Manual, supra note 6.
11 Cyber operations at the use of force level that do not qualify as an armed attack may nevertheless justify 

countermeasures (see Tallinn Manual).
12 Military and Paramilitary Activities, supra note 9, ¶¶ 191 & 210. See also Oil Platforms, supra note 5, ¶ 

51.
13 Military and Paramilitary Activities, supra note 9, ¶ 195.
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gap − they are uses of force, but not suffi ciently severe to qualify as an armed attack. When this 
happens the victim-State may resort to either lawful responses, such as diplomatic protests or 
economic sanctions, or to cyber or kinetic actions short of uses of force that would otherwise 
be unlawful, but which qualify as lawful “counter measures” in the circumstances.14 Of course, 
the victim-State can also refer the matter to the Security Council, which enjoys the authority to 
act forcefully in the face of any “threat to the peace, breach of the peace, or act of aggression”.15

Use of the term “armed attack” in lieu of Article 2(4)’s “use of force” verbiage constructs 
the gap. Note how Article 51 adopts an “act-based” threshold using a specifi ed type of action 
(armed attack) rather than one based on particular consequences. This approach tracks that 
taken in Article 2(4), with its prohibition on uses of force. In 1945, an act-based threshold 
made sense, for the action to which States were most unwilling to completely defer forceful 
responsive measures to the Charter’s new collective security system was an attack by the armed 
forces of another State. Thus, the term armed attack represented an elegant balancing of the 
general apprehension about States using force unilaterally, on the one hand, and the fear of 
States about being defenceless in the face of attacks should the international community fail to 
act, on the other. This mechanism worked well when the threats that inspired the acceptance 
of a self-defence exception to the prohibition on the use of force consisted of classic military 
operations. 

The advent of cyber operations challenged this presupposition because dire consequences could 
now be caused by operations that did not fi t neatly into the notion of an attack that was “armed” 
in the kinetic sense. While the International Court of Justice had opined in its Nuclear Weapons 
advisory opinion that the type of weapon used is immaterial to the application of Articles 2(4) 
and 51,16 cyber operations seemed distant from the concept of “armed.” Traditional weapons 
were not employed, they did not require the supporting elements typically associated with 
military assaults and, most importantly, their direct destructive effect did not result from a 
release of kinetic force.

The dilemma was that despite these qualitative differences cyber operations could theoretically 
prove monumentally destructive, in many cases more so than kinetic ones. Accordingly, it was 
self-evident that some of them were surely encompassed within the ambit of armed attacks. 
After all, the Charter scheme would make no sense if it prohibited States from responding to 
devastating attacks merely because such attacks were not in the drafters’ contemplation decades 
before they became technically possible. Such legal formalism would take strict constructionism 
to absurd ends. Clearly, the advent of cyber operations necessitated a reconceptualization of the 
notion of “armed attack”. To date, the international community has failed to achieve consensus 
on this critical issue. 

The solution to the quandary lies in a realization that the act-based threshold of Article 51 is 
but cognitive shorthand for a consequence-based legal regime. Reduced to basics, law is about 
avoiding particular deleterious consequences (or achieving certain positive ones). So the right 
to resort to force in the face of an armed attack can best be appreciated as a right to do so when 
States face particular consequences that are severe enough to merit setting aside international 

14 On the criteria for, and limitations on, countermeasures, see Articles on State Responsibility, supra note 5, 
ch. 2.

15 U.N. Charter, arts. 39, 42.
16 Legality of the Threat or Use of Nuclear Weapons, Advisory Opinion, 1996 I.C.J. ¶ 39 (July 8).
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law’s prohibition on the use of force. By this logic, “armed attack” in the cyber context can be 
interpreted as encompassing any acts that result in consequences analogous to those caused by 
the kinetic actions originally envisaged by the term “armed attack.” 

But what are those consequences? Three points bear on this determinative question. First, 
as noted, since they are the product of an armed attack, the actions causing them lie above 
Article 2(4)’s “use of force” threshold. Second, recall the Charter presumption against the use 
of unilateral force. This too points to a fairly restrictive understanding of armed attack, for 
it is the point at which States may use force without Security Council authorization. Finally, 
treaties “shall be interpreted in good faith in accordance with the ordinary meaning to be given 
to the terms of the treaty in their context and in the light of its object and purpose.”17 The 
ordinary meanings of the term “armed” are “equipped with or carrying a weapon or weapons,” 
“involving the use of fi rearms,” and “prepared to activate or explode.”18 This suggests that the 
term implies the sort of consequences that are incident to the use of weapons, an interpretation 
strengthened by the deliberate omission of the adjective “armed” with respect to “use of force” 
in Article 2(4).  Taken together, a defensible interpretation of the phrase is any action that causes 
death or injury (including illness and severe suffering) to individuals or damage or destruction 
of objects. 

Some controversy exists over the degree of harm necessary to qualify consequences as an 
armed attack. The International Court of Justice addressed this matter in the Nicaragua case. 
There it found that an armed attack must have certain “scale and effects,” citing the case of a 
“mere frontier incident” as insuffi ciently grave.19 Unfortunately, the Court failed to set forth 
criteria against which to judge a particular action or incident, an omission for which it has been 
roundly criticized.20 In this author’s view, it is therefore more useful and appropriate to focus on 
the qualitative nature of an action’s consequences than on any ill-defi ned quantitative standards; 
hence the standard proposed.  

A recurring question in the cyber context is whether the damage or destruction or manipulation 
of data that does not generate such consequences is capable of qualifying as an armed attack. 
Generally it does not, for so qualifying such action would dramatically lower the threshold at 
which States would enjoy a right to forcefully respond to actions directed at them. This would 
contravene international law’s general presumption against the resort to force in the absence of 
authorization by the Security Council. 

In light of the ever-increasing reliance of society on computers and computer networks, many 
readers, like the author, will fi nd the “physical consequences” standard too narrow. But it does 
represent the lex lata, that is, the law that presently exists. For those who share this concern, 
solace can be found in the fact that international law is not static. As experience with cyber 
operations grows, the international community may embrace more nuanced understandings of 
the extant legal standard, or even adopt new legal interpretations thereof. In particular, the law’s 
qualitative focus on the type of harm may yield somewhat to a quantitative analysis such that 

17 Vienna Convention on the Law of Treaties art. 31(1), May 23, 1969, 1155 U.N.T.S. 331. 
18 The New Oxford American Dictionary, available at http://www.oxfordamericandictionary.com/LOGIN?se

ssionid=35340fb16f7eef9ffa3d1efc76377df8&authstatuscode=400. 
19 Military and Paramilitary Activities, supra note 9, ¶ 195.
20 And in the later Platforms case, it held that the mining of even a single ship could rise to the level of an 

armed attack. Oil Platforms, supra note 5, ¶ 72; see also William H. Taft IV, Self-Defense and the Oil 
Platforms Decision, 29 Yale Journal of International Law 295, 300 (2004).

http://www.oxfordamericandictionary.com/LOGIN?sessionid=35340fb16f7eef9ffa3d1efc76377df8&authstatuscode=400
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a cyber operation causing serious consequences, such as severe economic effects or signifi cant 
disruption of societal functions, may be characterized as armed attack even if it does not cause 
death, injury, damage or destruction. Time will tell.

4. CYBER “ATTACKS” UNDER 
INTERNATIONAL HUMANITARIAN LAW

The notion of armed attacks under the jus ad bellum must not be confused with international 
humanitarian law’s usage of the term “attack”. In the latter body of law, an “attack” triggers 
a wide array of legal protections. These prohibitions and restrictions generally derive from 
the principle of distinction, which requires the parties to a confl ict to “at all times distinguish 
between the civilian population and combatants and between civilian objects and military 
objectives and accordingly direct their operations only against military objectives.”21 

Although the principle of distinction is framed in terms of “military operations,” it is clear 
that not all military operations are contemplated by the norm. For instance, longstanding State 
practice demonstrates that non-destructive psychological operations directed at the civilian 
population, such as dropping leafl ets, broadcasting to the enemy population, or even jamming 
enemy public broadcasts, are lawful as long as no physical consequences attend them. Rather, 
the principle is primarily meant to address “attacks”, as that term is understood in the law.

Various facts support this contention. Note how the principle of distinction is set forth in Article 
48 of Additional Protocol I. That article appears in the Chapter on “Basic Rule and Field of 
Application” of the treaty’s conduct of hostilities section. Since the only other article in the 
Chapter is Article 49, which defi nes attacks, this placement implies that the military operations 
referred to in Article 48 are primarily attacks.

Further review of the section reveals a constant and pervasive emphasis on “attacks”. Article 
51 is illustrative. It begins by noting that the “civilian population and individual civilians shall 
enjoy general protection against dangers arising from military operations,” but operationalizes 
the provision by noting that “to give effect to this protection” it is prohibited to attack individual 
civilians or the civilian population, conduct an attack that is not directed at a military objective, 
engage in reprisal attacks against civilians, launch attacks in which the expected collateral 
damage is excessive relative to anticipated military advantage, treat multiple military objectives 
during an attack as a single one when they are clearly separated and distinct in a concentration 
of civilians, and use a method or means of warfare during an attack that is either incapable 
of distinguishing lawful from unlawful targets or has effects that cannot be controlled.22 

Subsequent articles are likewise framed in terms of prohibitions and restrictions on attacks. The 
most important of these prohibit attacks on civilian objects and mandate various precautions 
that must be taken during an attack to avoid harming the civilian population and civilians. 
Simply put, the prohibition on directing military operations against civilians, civilian objects 

21 AP I, supra note 7, art. 48. The provision is generally deemed refl ective of customary international law and 
the International Court of Justice has cited it as one of international humanitarian law’s “cardinal” princi-
ples. Legality of the Threat or Use of Nuclear Weapons, Advisory Opinion, 1996 I.C.J. 226, ¶ 78 (July 8).

22 AP I, supra note 7, art. 51(4). The emphasis in this and all other treaty extracts is the author’s and does not 
appear in the original.
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and other protected persons and objects must be understood as essentially a prohibition on 
attacking them. Conducting military operations that do not qualify as attacks against them is, in 
a general sense, lawful (absent a specifi c prohibition to the contrary23).

This conclusion raises the question of which acts qualify as an attack. The reference to acts 
of violence against the adversary, whether in offence or defence, in Article 49 is the key to 
the answer.24 It should be cautioned that mention of the “adversary” does not imply that only 
violent operations against enemy forces qualify. On the contrary, the prohibition on attacking 
civilians irrefutably confi rms that the sine qua non criterion is violence, not the individual or 
entity that is the object of an attack. 

The defi nitional centrality of violence is well supported. For example, the Bothe, Partsch and 
Solf commentary on Additional Protocol I explains that “[t]he term ‘acts of violence’ denotes 
physical force. Thus, the concept of ‘attacks’ does not include dissemination of propaganda, 
embargoes, or other non-physical means of psychological or economic warfare.”25 Their 
commentary is particularly authoritative given that all three were active participants at the 
Diplomatic Conference that negotiated the treaty. The offi cial International Committee of 
the Red Cross (ICRC) Commentary similarly explains that “the term ‘attack’ means ‘combat 
action.’”26 

The cognitive dilemma is that cyber operations do not directly involve the release of violent 
forces. This begs the questions of whether and when cyber operations qualify as attacks under 
international humanitarian law such that its prohibitions and restrictions thereon apply. 

As with the UN Charter, actions that can cause harm without the immediate release of violent 
kinetic forces were beyond the contemplation of the drafters of Additional Protocol in 1977. Yet, 
by then, an implicit recognition existed that the violence of an act itself was not the crux of the 
norms in question. Over a half-century earlier, employment of chemical and biological weapons 
was already considered an attack, as evidenced, inter alia, by the outlawing of their use for 
Parties to the 1925 Gas Protocol.27 They were outlawed because they were instrumentalities that 
caused particular harmful consequences that international humanitarian law sought to avoid. By 
the same logic, “acts of violence” are merely instrumentalities that cause consequences with 
which the law concerns itself.

Moreover, as noted, treaties must be interpreted in “context and in light of object and purpose.” 
A careful reading of Additional Protocol I’s prohibitions and restrictions on attacks discloses 
that the concern was not so much with acts which were violent, but rather with those that have 
harmful consequences (or risk them), in other words, violent consequences. In great part, the 
treaty’s object and purpose is to avoid, to the extent possible in light of military necessity, those 
very consequences. For instance, civilians “enjoy general protection against dangers arising 

23 As with the requirement to “respect and protect” medical units in addition to the prohibition on attacking 
them. AP I, supra note 7, art. 12.

24 See text accompanying note 7.
25 Michael Bothe et al., New Rules for Victims of Armed Confl icts 289 (1982).
26 Commentary on the Additional Protocols of 8 June 1977 to the Geneva Conventions of 12 August 1949, ¶ 

1880 (Yves Sandoz, Christophe Swinarski & Bruno Zimmermann, eds., 1987)
27 1925 Geneva Protocol for the Prohibition of the Use in War of Asphyxiating, Poisonous or Other Gases, 

and of Bacteriological Methods of Warfare, June 17, 1925, 26 U.S.T. 571, T.I.A.S. No. 8061.
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from military operations.”28 Acts intended to terrorize the civilian population are prohibited.29 

The rule of proportionality assesses an act in light of the “incidental loss of civilian life, injury 
to civilians, damage to civilian objects, or a combination thereof” expected to be caused by 
an attack.30 Precautions that are required to be taken when conducting an attack are meant to 
“spare” the civilian population.31 They include selecting weapons and tactics “with a view to 
avoiding, and in any event to minimizing, incidental loss of civilian life, injury to civilians and 
damage to civilian objects”; refraining from launching, suspending, and cancelling attacks that 
would likely cause excessive “incidental loss of civilian life, injury to civilians [or] damage”; 
issuing warnings when feasible if an attack will “affect the civilian population”; choosing 
among comparable targets “which may be expected to cause the least danger to civilian lives 
and to civilian objects”; and, in air and sea operations, taking precautions “to avoid losses of 
civilian lives and damage to civilian objects”.32 Defenders must similarly take measures to 
protect civilians and civilian objects from “danger”.33 The same consequence-based approach 
applies to specially protected objects, as in the restrictions on conducting attacks against dams, 
dykes and nuclear generating stations when “severe losses” among the civilian population might 
result34 and the prohibition on using methods or means of warfare likely to cause “widespread, 
long-term and severe damage” to the natural environment and thereby “prejudice the health or 
survival of the population.”35

It is apparent that international humanitarian law, despite adopting an instrumentality-based 
defi nition of attack, takes a consequence-based approach to it normative prescriptions when 
operationalizing that term. The Bothe, Partsch and Solf commentary to Article 49 supports this 
conclusion by noting that attack refers to “those aspects of military operations that most directly 
affect the safety of the civilian population and the integrity of civilian objects.”36

Through the process of induction, it is possible to derive a general principle regarding the notion 
of attack that has meaning within the cyber context. Attacks can be redefi ned as operations that 
result in, or if unsuccessful were originally expected to result in, death or injury of individuals 
or destruction or damage of objects. The notion of injury includes illness that might result from 
a cyber operation, as in the case of attacking a water treatment plant in order to contaminate 
drinking water. It is also sensible, based for example on the prohibition of terror attacks and 
starvation37, to extend the concept to acts producing serious suffering not otherwise justifi ed 
by the notion of military necessity. Destruction includes operations that, while not causing 
physical damage, nevertheless “break” an object, rendering it inoperable, as in the case of a 
cyber operation that causes a computer reliant system to no longer function unless repaired. 
Thus, the legal analysis of attack in the international humanitarian law context leads to roughly 
the same conclusion as arrived at with respect to the jus ad bellum. However, the reader must 
understand that since they derive from different bodies of law, their precise parameters are 
nuanced in ways beyond the capability of this article to address.38 

28 AP I, supra note 7, arts. 51(2). 
29 Id., art. 51(3).
30 Id., arts. 51(5)(b) & 57(2)(a)(iii).
31 Id., art. 57(1).
32 Id., art. 57.
33 Id., art. 58.
34 Id., art. 56(1).
35 Id., art. 55(1).
36 Bothe, supra note 26, at 325.
37 AP I, supra note 7, arts. 51(2) & 54.
38 These nuanced are explored in the forthcoming Tallinn Manual, supra note 6.
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The consequence of this conclusion for cyber operations is signifi cant. It means that cyber 
operations can be directed at civilian systems so long as the requisite type of harm is not 
triggered and no other specifi c international humanitarian law prohibition (such as those 
attending medical operations) applies. 

At the 37th International Conference of the Red Cross and Red Crescent Society in 2011, the 
ICRC circulated a background paper articulating a different approach.39 It began by noting that 
Article 49’s reference to “acts of violence […] denotes physical force.” Accordingly, “cyber 
operations by means of viruses, worms, etc., that result in physical damage to persons, or 
damage to objects that goes beyond the computer program or data attacked could be qualifi ed 
as ‘acts of violence’, i.e. as an attack in the sense of IHL.”  There is universal agreement on 
this point.

However, the document then took issue with the general approach set forth (except for 
reversibility) in this article, that is, that “cyber operations do not fall within the defi nition of 
‘attack’ as long as they do not result in physical destruction or when its effects are reversible.” 
According to the ICRC paper,

“[i]f this claim implies that an attack against a civilian object may be considered lawful in 
such cases, it is unfounded under existing law in the view of the ICRC. Under IHL, attacks 
may only be directed at military objectives, while objects not falling within that defi nition 
are civilian and may not be attacked. The defi nition of military objectives is not dependent 
on the method of warfare used and must be applied to both kinetic and non-kinetic means; 
the fact that a cyber operation does not lead to the destruction of an attacked object is also 
irrelevant. Pursuant to article 52 (2) of Additional Protocol I, only objects that make an 
effective contribution to military action and whose total or partial destruction, capture or 
neutralization offers a defi nite military advantage, may be attacked. By referring not only 
to destruction or capture of the object but also to its neutralization the defi nition implies 
that it is immaterial whether an object is disabled through destruction or in any other 
way.”40

The ICRC’s references to international humanitarian law comments refl ect the state of the law. 
There is no doubt that an attack against a civilian object is unlawful. Nor is there any doubt that 
the methods or means of attack have no bearing whatsoever on the legal character of a targeted 
object as either a civilian object or a military objective. And the reference to “neutralization” 
properly confi rms that the military advantage required for qualifi cation as a military objective 
need not stem from physical damage to the target. These are binding norms not only for Parties 
to Additional Protocol I, but for also for other Stats since they refl ect customary international 
law.41 

But the organization’s conclusion misses the mark. The question at hand is whether a cyber 
operation qualifi es as an attack in the fi rst place. Only when it does is the issue of the target’s 

39 International Committee of the Red Cross, 31st International Conference of the Red Cross and Red 
Crescent, International Humanitarian Law and the Challenges of Contemporary Armed Confl icts, Report 
31IC/11/5.1.2, Oct. 2011.

40 Id. at 37.
41 See, e.g., Department of the Navy et al., The Commander’s Handbook on the Law of Naval Operations 

(NWP 1-14M/MCWP 5-12/COMDTPUB P5800.7A), chapter 8 (2007).
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status raised, for only then do international humanitarian law prohibitions and restrictions as 
to attacks come into play. Consequently, once a cyber operation qualifi es as an attack, Article 
52(2)’s criteria for qualifi cation as a military objective apply…and not before that determination 
is made. Should an object not constitute a military objective, a prospective attack thereon is 
prohibited. If it does, the object may, as a military objective, be attacked by any method or 
means of warfare that otherwise complies with the rule of proportionality, the requirement 
to take precautions in attack and other applicable standards. For instance, even when cyber 
operation can be employed to neutralize a military objective, an attacker may elect to bomb it 
doing so is not expected to exacerbate incidental harm to civilians, civilian objects and other 
protected persons and places.

Admittedly, the conclusions reached in this article regarding the meaning of “attack” in 
international humanitarian law may seem unsatisfactory. Non-destructive attacks and those that 
do not place individuals or objects at physical risk can have severe consequences. Yet, the 
interpretation advanced in this article represents the extant law, that is, the lex lata. Assertions 
to the contrary are, in the author’s estimation, merely lex ferenda. Of course, as with the term 
“armed attack” in the jus ad bellum context, the meaning of a legal term may shift over time 
through adoption of new treaty law, creation of new customary norms through State practice, or 
the emergence of new understandings in the face of the changing context of confl ict to which 
it applies.

5. CONCLUDING THOUGHT

This article has attempted to clear some of the terminological dissonance that exists between 
the policy/technical/operational and legal communities regarding the term “attack.” The 
former must be sensitive to the fact that legal meaning also attaches when the term is used 
in its colloquial sense. Complicating matters is the fact that the term inhabits two separate 
and distinct areas of the law. The risk of creating confusion as to precise policy parameters is 
accordingly high when using the term without care. For its part, the legal community must be 
alert to the possibility that its legal advice may not be fully grasped by their clients when the 
term attack is used stricto sensu. Unfortunately, the dearth of systematic interaction between the 
respective cyber communities has resulted in the emergence of two patois that are sometimes 
unintelligible to each other. It is hoped that this book, and the conference upon which it is based, 
will serve to narrow the gap between them.
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Abstract: The term “cyber-attack” has become a synonym for any malicious cyber-activity. 
Given the martial semantics and the hype of “cyberwar” in the media and non-legal disciplines, 
as well as the political sabre-rattling partly perceivable in international relations, the present 
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UN Charter and, at the same time, in regard to the closely related term of “armed attack” in 
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1. INTRODUCTION

Since the term “cyber-attack” has become a synonym for any malevolent activity conducted 
by the means of the Internet or other information and communication technologies (in the 
following referred to as “malicious cyber-activity”), a martial connotation can be perceived 
in the respective semantics describing cyber-threats and malicious cyber-activities. Especially 
media and non-legal disciplines use the term “attack” without the necessary sensitivity, which 
would be desirable, given the cognitive association of the term in the context of international 
peace and security. Additionally, the different meanings of the legal term “attack” being a term 
of art for both, the ius ad bellum and in the ius in bello, are not always clearly distinguished1.  

Given the confusion in terminology, and bearing in mind the aforementioned martial semantics, 
the media-hype of “cyberwar” and the political sabre-rattling partly perceivable in international 
relations2 – clearly to be seen in the context of deterrence policy efforts –, the present article 
endeavours to augment the academic discussion in regard to the criteria used for the legal 
assessment of malicious cyber-activities as “use of force” pursuant to Article 2(4) of the UN 
Charter, enabling States to undertake a range of unfriendly (retorsions) and otherwise illegal 
actions (counter-measures), and in regard to the closely related term of an “armed attack”, 
justifying a State’s resort to self-defence measures in the meaning of Article 51 of the UN 
Charter and Article 5 of the North Atlantic Treaty. In particular, the so-called “Schmitt-Criteria” 
for the classifi cation of malicious cyber-activities as “use of force”, established by Professor 
Michael N. Schmitt over a decade ago and – pursuant to the knowledge of the author – hitherto 
not analysed in depth within scholarly writings, will be elaborated upon. The criteria contain a 
range of signifi cant aspects and refer to complex matters; therefore, they deserve a substantial 
discussion. The assessment will, inter alia, show differences in the approach of the common 
law system and the civil law system in regard to lines of legal argumentation.

However, it shall be emphasised that the decision about undertaking retorsions or counter-
measures, as well as about the existence of a self-defence situation and the resort to use of 
force in international relations will always be a political one, which will be taken at the highest 
levels of a State’s governmental structure and which will always depend on the overall political 
context of the particular political crisis. The legal discipline can only support governmental 
decision-makers by providing in advance abstract criteria and – in the case of governmental 
legal advisors – concrete ad hoc legal counsel affecting the overall assessment and judgment. 

It shall be only mentioned that, due to the focus and the limited scope of the present survey, 
the discussion of the ius ad bellum aspects related to Chapter VI and VII of the UN Charter is 
deliberately omitted.

1 See M. N. Schmitt, “’Attack’ as a Term of Art in International Law: The Cyber Operations Context” in this 
volume.

2 See e.g. S. Gorman & J. E. Barnes, “Cyber Combat: Act of War Pentagon Sets Stage for U.S. to Respond 
to Computer Sabotage With Military Force”, in The Wall Street Journal online of 31 May 2011, available 
at http://online.wsj.com/article/SB10001424052702304563104576355623135782718.html (last visited 16 
April 2012).
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2. “USE OF FORCE” AND “ARMED ATTACK”
IN PUBLIC INTERNATIONAL LAW

Currently, neither a legal defi nition nor a universally accepted defi nition of the terms “use of 
force” (Article 2(4) of the UN Charter) and “armed attack” (Article 51 of the UN Charter, 
Article 5 of the North Atlantis Treaty) exist. However, the meaning of the terms can be clarifi ed 
to a certain degree by substantial interpretive work, an endeavour challenged by the fact that the 
core meanings of the treaty norms are recognised to constitute norms of international customary 
law at the same time. 

As indicated by Articles 31-33 of the Vienna Convention on the Law of Treaties and the 
corresponding3 international customary law, and by Article 38(1) of the Statute of the 
International Court of Justice (ICJ), the interpretation of a term should include, inter alia, the 
preparatory work of the treaty and the ordinary meaning of the term in its context of the treaty 
and in the light of its object and purpose. These aspects refl ect the canon of legal interpretation, 
stated by the German lawyer Friedrich Carl von Savigny4 in the early 19th century and still 
forming an elementary component of legal teaching in continental-Europe: the historic, the 
textual, the systematic and the teleological interpretation. Corresponding to the nature of public 
international law, the aforementioned norms designate further aspects to be taken into account 
when interpreting international norms. Those are, among others, subsequent State practice or 
international custom, judicial decisions and, according to Article 38(1)(d) of the ICJ-Statute, 
“the teachings of the most highly qualifi ed publicists of the various nations”. It shall be 
mentioned that in regard to ius ad bellum as applicable to cyberspace, it is the work of academia 
which currently importantly infl uences the development of a common understanding within the 
international community. Potential State practice is not perceivable in the public, declarations 
of opinio iuris by States are rare and general5 in nature, and respective national or international 
jurisdiction does not yet exist on the matter.

In the following, fi rst, the traditional meaning of the terms will be presented, before its 
application to acts conducted by means of the Internet or other information and communication 
technologies will be elaborated upon.

Although disputed in detail, it can be stated that – generally speaking – an “armed attack” 
is given in most severe cases of “use of force” in international relations (in the meaning of 
Article 2(4) of the UN-Charter) of signifi cant scale and effects. This fi nding is supported by the 

3 Despite being highly political documents, the UN Charter and the North Atlantic Treaty are subject to the 
rules of interpretation of international treaties. Although, according to its Article 4, the Convention of 1969 
does not apply retroactively (to the UN Charter of 1945 and to the North Atlantic Treaty of 1949), the 
provisions on interpretation of treaties are a valuable reference as they refl ect international customary law. 
See: G. Ress, “The Interpretation of the Charter”, in B. Simma (ed.), The Charter of the United Nations. 
A Commentary (Oxford / New York, Oxford University Press, 2002, 2nd ed.), at para. 2 et seq.; ICJ, Oil 
Platforms (Islamic Republic of Iran v. United States of America), Merits, ICJ Rep. 1996, at p. 823 para. 41.

4 For more information on von Savigny see “Friedrich Karl von Savigny”, in Encyclopedia Britannica 
Online, available at http://www.britannica.com/EBchecked/topic/525746/Friedrich-Karl-von-Savigny (last 
visited 16 April 2012).

5 See Gorman & Barnes, supra note 2.



298

jurisdiction of the ICJ6 as well as by a vast amount of scholarly writings7, of which the mere 
repetition will be abstained from in this survey.

Thus, the two terms “use of force” and “armed attack” are closely related. In order to identify 
which situations would comprise an “armed attack” and trigger the right of the victim State to 
undertake self-defence measures it must fi rst be established in which situations “force” in the 
meaning of Article 2(4) of the UN Charter is used in international relations. Thus, the term “use 
of force” can be deemed as the nucleus of all ius ad bellum deliberations.

Illustrating the different lines of arguments concerning a further specifi cation of the term “force” 
within international jurisdiction and scholarly writings would certainly exceed the scope of 
this paper. In addition, there is no benefi t in their mere replication. Therefore, without further 
explanation, in the following it will be assumed that “force” in the meaning of Article 2(4) of 
the UN Charter is to be understood as “armed force”.8 Hereby, two aspects are of importance 
for further deliberations: On the one hand, pursuant to the historical, systematic and teleological 
interpretation of the norm, “use of [armed] force” does not include measures of mere coercion, 
be it political or economic in nature.9 On the other hand, however, the term “use of [armed] 
force” is not limited to the employment of military weaponry: The ICJ stated over 25 years ago 
the possibility of an “indirect” use of armed force10 (e.g. by arming and training insurgents) 
and scholarly writings11 describe e.g. spreading fi re over the border or fl ooding another State’s 
territory as violating the prohibition of “use of [armed] force”.

In order to specify the meaning of “use of [armed] force” conducted by the means of the Internet 
or other information and communication technologies, an effects-based approach inherent 
to public international law is surely to be considered appropriate (ruling out other possible 
approaches, e.g. focusing the target of the malicious activities, the intent of the malevolent 
actor, or the designation of the means used). Hereby, the comparison of the effects indirectly 
caused or intended by malicious cyber-activities with the effects usually caused or intended by 
conventional, biological or chemical weapons (BC-weapons) plays a paramount role12. 

Again, in order not to replicate the legal arguments presented in diverse scholarly writings, it 

6 The ICJ held in the Nicaragua Case that only “the most grave forms” of use of force “[…] of signifi cant 
scale […]”, which “[…] because of its scale and effects, would have been classifi ed as an armed attack 
rather than a mere frontier incident […]” could trigger the right to self-defence; see ICJ, Military and 
Paramilitary Activities in and Against Nicaragua (Nicaragua v. United States of America), Merits, ICJ 
Rep. 1986, pp. 14–150, at pp. 101 and 103 paras. 191 and 195; see also ICJ, Oil Platforms (Islamic Repub-
lic of Iran v. United States of America), ICJ Rep. 2003, at p. 161 para. 51.

7 See A. Randelzhofer, “Article 51”, in B. Simma (ed.), supra note 3, at paras. 4 and 20; M. Bothe, “Völker-
rechtliche Verhinderung von Gewalt (ius contra bellum)”, in W. Graf Vitzthum, Völkerrecht (Berlin, De 
Gruyter, 2001), Section 8, at para. 10; R. Higgins, Problems and Process: International Law and How We 
Use It (Oxford, Oxford University Press, 1994), at p. 250.

8 A good overview on the discussion is given by M. Roscini, “Word Wide Warfare – Jus ad bellum and the 
Use of Cyber Force”, Vol. 14 Max Planck Yearbook of United Nations Law 2010, pp. 85-130, at pp. 104-
106; see also A. Randelzhofer, “Article 2(4)”, in B. Simma (ed.), supra note 3; Th. Bruha, “Use of Force, 
Prohibition of”, in R. Wolfrum & Ch. Philipp (eds.), United Nations: Law, Policies and Practice, (Vol. II., 
München, Springer, 1995), at pp. 1387 et seq.

9 Randelzhofer, supra note 8, at para. 21.
10 ICJ, Case Concerning Military and Paramilitary Activities in and against Nicaragua (Nicaragua v. United 

States of America), Merits, ICJ Rep. 1986, pp. 14–150, at p. 118 et seq. para. 228.
11 See e.g. Randelzhofer, supra note 8.
12 For detailed discussion see K. Ziolkowski, “Computer Network Operations and the Law of Armed Con-

fl ict”, Vol. 49 Military Law and the Law of War Review 2010, pp. 47-94, at pp. 69-75.
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can be assumed that malicious cyber activities can be considered “use of [armed] force” in the 
meaning of Article 2(4) of the UN Charter if they – indirectly – result in13: 

• Deaths or physical injuries of living beings and/or the destruction of property.14

• Massive, medium to long-term disruption of critical infrastructure systems of a State 
(if in its effects equal to the physical destruction of the respective systems).15

Neither the destruction of data (even of substantial importance, e.g. classifi ed data, or of 
signifi cant economical value, e.g. symbolising assets)16 nor the “theft”17 (rather: illegal 
copying) of data (being nothing more than modern espionage18 not generally forbidden under 
public international law) can be considered “use of [armed] force”.19 Such effects cannot be 
equated to the effects usually caused or intended by conventional or BC-weapons, especially 
not to the physical destruction of objects.20 Furthermore, it is agreed by the vast majority of 
scholars, that malicious cyber-activities targeted at critical infrastructure systems of a State, 
which do not exceed the threshold of merely minimally affecting the population’s quality of life 
or going beyond a mere inconvenience, are not showing effects of disruption of the public life 

13 Ibid.
14 Y. Dinstein, “Computer Network Attack and Self-Defense”, in M.N. Schmitt & B.T. O’Donnell (eds.), 

Computer Network Attack and International Law (Newport / Rhode Island, US Naval War College, 2002), 
pp. 59–71, at p. 103; D.B. Silver, “Computer Network Attack as a Use of Force under Article 2(4) of 
the United Nations Charter”, in Schmitt & O’Donnell, at p. 85; J. Barkham, “Information Warfare and 
International Law on the Use of Force”, Vol. 34 New York University Journal of International Law & 
Politics 2001, at p. 80; T. Morth, “Considering Our Position. Viewing Information Warfare as Use of Force 
Prohibited by Article 2(4) of the U.N. Charter”, Vol. 30 Case Western Reserve Journal of International 
Law 1998, at p. 591; T. Stein & T. Marauhn, “Völkerrechtliche Aspekte von Informationsoperationen”, 
Vol. 60 Zeitschrift für ausländisches öffentliches Recht und Völkerrecht 2000, pp. 1-60, at p. 7; C.C. Joyner 
& C. Lotrionte, “Information Warfare as International Coercion: Elements of a Legal Framework”, Vol. 
12 European Journal of International Law 2001, at pp. 846 and 850; M.N. Schmitt, “Computer Network 
Attack and the Use of Force in International Law: Thoughts on a Normative Framework”, Vol. 37 No. 3 
Columbia Journal of Transnational Law 1999, at pp. 914 et seq.; W.G. Sharp, Cyberspace and the Use of 
Force (Falls Church, Aegis Research Cooperation, 1999), at p. 102; and L.T. Greenberg, S.E. Goodman 
& K.J. Soo Hoo, Information Warfare and International Law (Washington, National Defence University, 
1998), at pp. 19 and 32.

15 Ziolkowski, supra note 12, at pp. 69-75; J.P. Terry, “Responding to Attacks on Critical Computer Infra-
structure. What Targets? What Rules of Engagement?”, in Schmitt & O’Donnell (eds.), supra note 14, at 
pp. 428 et seq.; Morth, supra note 14, at p. 599; Sharp, supra note 14, at pp. 129 et seq. Contra: Dinstein, 
supra note 14, at p. 105; and Stein & Marauhn, supra note 14, at p. 8, who demand the occurrence of 
physical damage outside the targeted computer networks in order to qualify CNO as use of force.

16 See Barkham, supra note 14, at p. 88.; M.N. Schmitt, D.H.A. Harrison & Th.C. Wingfi eld, Computers 
and War: The Legal Battlespace (International Humanitarian Law Research Institute, Background Paper, 
2004), at pp. 5 et seq.

17 Joyner & Lotrionte, supra note 14, at pp. 846, 855 et seq.; contra: Stein & Marauhn, supra note 14, at p. 
10.

18 A. D’Amato, “International Law, Cybernetics, and Cyberspace”, in M.N. Schmitt & B.T. O’Donnell (eds.), 
supra note 14, pp. 59–71, at p. 67; and Stein & Marauhn, supra note 14, at p. 32 with further references. 
In regard to cyber-activities as a modern form of espionage see W.H. von Heinegg, “Informationskrieg 
und Völkerrecht. Angriffe auf Computernetzwerke in der Grauzone zwischen nachweisbarem Recht und 
rechtspolitischer Forderung”, in V. Epping , H. Fischer & W.H. von Heinegg (Hrsg.), Brücken bauen und 
begehen. Festschrift für Knut Ipsen zum 65. Geburtstag (München, C.H. Beck, 2000), at p. 134. Apart 
from the penalisation of espionage resulting from respective national law systems, spying is restrained by 
certain provisions of public international law, e.g. the taboos stated by the diplomatic and consular law 
protecting diplomatic and consular archives and correspondence, i.e. respective electronic databases and 
communication via the Internet.

19 Ziolkowski, supra note 12, at pp. 69-75.
20 For detailed discussion see ibid.
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and ordre public similar to physical destruction by e.g. a bombardment and, therefore, do not 
amount to “use of [armed] force”.

3. THE “SCHMITT-CRITERIA”

“Use of [armed] force” in the meaning of Article 2(4) of the UN Charter is to be distinguished 
especially from measures of mere (economic or political) coercion21 in international relations, 
a task that can pose considerable challenges upon decision-makers in practice. For facilitating 
such a distinction, in 199922 Professor Schmitt developed and recently reinforced23 a set of 
criteria for the determination of “use of [armed] force” (amending their descriptions over time). 
The factors shall serve as indicators which States are likely to take into consideration when 
assessing whether specifi c malicious cyber-activities qualify as “use of [armed] force”.24

These criteria are:25

“1) Severity: Consequences involving physical harm to individuals or property will alone 
amount to a use of force. Those generating only minor inconvenience or irritation will 
never do so. Between the extremes, the more consequences impinge on critical national 
interests, the more they will contribute to the depiction of a cyber operation as a use of 
force. In this regard, the scale, scope, and duration of the consequences will have great 
bearing on the appraisal of their severity. Severity is self-evidently the most signifi cant 
factor in the analysis.

2) Immediacy: The sooner consequences manifest, the less opportunity states have to 
seek peaceful accommodation of a dispute or to otherwise forestall their harmful effects. 
Therefore, states harbor a greater concern about immediate consequences than those that 
are delayed or build slowly over time.

3) Directness: The greater the attenuation between the initial act and the resulting 
consequences, the less likely states will be to deem the actor responsible for violating the 
prohibition on the use of force. Whereas the immediacy factor focused on the temporal 
aspect of the consequences in question, directness examines the chain of causation. For 
instance, the eventual consequences of economic coercion (economic downturn) are 
determined by market forces, access to markets, and so forth. The causal connection 
between the initial acts and their effects tends to be indirect. In armed actions, by contrast, 
cause and effect are closely related—an explosion, for example, directly harms people or 
objects.

4) Invasiveness: The more secure a targeted system, the greater the concern as to its 
penetration. By way of illustration, economic coercion may involve no intrusion at all 

21 See representatively: Randelzhofer, supra note 8, at para. 21.
22 Schmitt, supra note 14, at pp. 913 et seq.
23 M.N. Schmitt, “Cyber Operations and the Jus Ad Bellum Revised”, Vol. 56 Villanova Law Review 2011, at 

pp. 576 et seq. The criterion of “responsibility” was mentioned already in the 1999 publication, although 
only in a footnote, see Schmitt, supra note 14, at p. 915, footnote 81.

24 Id., at p. 605.
25 Id., at pp. 576 et seq.
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(trade with the target state is simply cut off), whereas in combat the forces of one state 
cross into another in violation of its sovereignty. The former is undeniably not a use 
of force, whereas the latter always qualifi es as such (absent legal justifi cation, such as 
evacuation of nationals abroad during times of unrest). In the cyber context, this factor 
must be cautiously applied. In particular, cyber exploitation is a pervasive tool of modern 
espionage. Although highly invasive, espionage does not constitute a use of force (or 
armed attack) under international law absent a nonconsensual physical penetration of 
the target state’s territory, as in the case of a warship or military aircraft which collects 
intelligence from within its territorial sea or airspace. Thus, actions such as disabling 
cyber security mechanisms to monitor keystrokes would, despite their invasiveness, be 
unlikely to be seen as a use of force.

5) Measurability: The more quantifi able and identifi able a set of consequences, the more 
a state’s interest will be deemed to have been affected. On the one hand, international law 
does not view economic coercion as a use of force even though it may cause signifi cant 
suffering. On the other, a military attack that causes only a limited degree of destruction 
clearly qualifi es. It is diffi cult to identify or quantify the harm caused by the former (e.g., 
economic opportunity costs), while doing so is straightforward in the latter (X deaths, Y 
buildings destroyed, etc).

6) Presumptive legitimacy: At the risk of oversimplifi cation, international law is generally 
prohibitory in nature. In other words, acts which are not forbidden are permitted; absent 
an express prohibition, an act is presumptively legitimate.[...] For instance, it is well 
accepted that the international law governing the use of force does not prohibit propaganda, 
psychological warfare, or espionage. To the extent such activities are conducted through 
cyber operations, they are presumptively legitimate.

7) Responsibility: The law of state responsibility [...] governs when a state will be 
responsible for cyber operations. But it must be understood that responsibility lies along 
a continuum from operations conducted by a state itself to those in which it is merely 
involved in some fashion. The closer the nexus between a state and the operations, the 
more likely other states will be inclined to characterize them as uses of force, for the 
greater the risk posed to international stability.”

4. SOME THOUGHTS ON THE “SCHMITT-CRITERIA”

The criteria, which – pursuant to the knowledge of the author – hitherto have not been analysed 
in depth within academic writings, contain a range of signifi cant aspects and refer to complex 
matters; therefore, they deserve a substantial discussion. The following considerations aim to 
initiate such a debate.

Severity
As Professor Schmitt states, the criterion of “severity” is the most signifi cant in the analysis 
of malicious cyber-activities. Insofar as the criterion refers to “physical harm to individuals or 
property”, it is congruent with the above presented view that malicious cyber activities indirectly 
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resulting in “deaths or physical injuries of living beings and/or the destruction of property” can 
be considered “use of [armed] force” in the meaning of Article 2(4) of the UN Charter. The 
author of the present survey would argue that the “massive, medium to long-term disruption of 
critical infrastructure systems of a State (if in its effects equal to the physical destruction of the 
respective systems)” would also be covered by the “Schmitt-Criterion” of “severity”. Disabling 
critical infrastructure systems, massive in scope and duration, can be equated to “physical harm 
to property” in the sense of eliminating the functionality of the targeted systems. In either the 
case of kinetic destruction of the components of a critical infrastructure system or in the case of 
total disabling of the system, the system in question cannot serve its purpose and must be – in 
whatever way – repaired in order to function.

The author of the present survey subscribes to the criterion of “severity” and its importance, 
except for the aspect of the relevance of “critical national interests” (“Between the extremes, 
the more consequences impinge on critical national interests, the more they will contribute to 
the depiction of a cyber operation as a use of force”). The prohibition of the “use of [armed] 
force” in international relations in the meaning of Article 2(4) of the UN Charter (and the 
right to self-defence, given in most severe cases of “use of [armed] force”) does not protect 
the national interests – which can be manifold, including e.g. economic interests – but rather 
the (physical) security of a State and its population. This threshold is high and, for the sake of 
international peace and security, should not be diluted.

As a fi nal thought on the criterion of “severity” of the effects of malicious cyber-activities, the 
author of the present survey argues that in the future a debate on the so-called “accumulation of 
events” or “Nadelstichtaktik” doctrine will present a necessary part of the discussion in regard 
to cyberspace. The abovementioned approaches were elaborated in the legal literature in order 
to categorise the “hit and run” or guerrilla tactics within the ius ad bellum and where used in 
the political practice of the USA and Israel in the course of justifi cations of forceful measures 
conducted against “terrorists” in the past (partly condemned by the UN Security Council as 
“retaliation”).26 This thought is based on a certain tendency visible in cyberspace. Malevolent 
data-streams, accumulating to a malicious code at its destination, are being deliberately sent in 
an extremely slow manner and in small pieces in order to be classifi ed by the security-sensors 
of the targeted computer systems as “background noise” and not as a danger. It is conceivable 
that in the future such a segmented course of action could also be conducted in regard to the 
(physical) effects caused by malicious cyber-activities. For example, the malfunctioning of a 
few critical infrastructure systems of a State could be caused by and by, each of which would 
rather be classifi ed as a mere nuisance than “use of [armed] force” – a fi nding which could turn 
out differently if the malfunctioning of the different systems at different times were judged in 
terms of their “accumulation”.

Immediacy
The explanatory text to the criterion suggests that “immediacy” of consequences of malicious 
cyber-activities is an aspect but not a requirement for their classifi cation as “use of [armed] 
force”.

26 See examples of State practice, UN Security Council resolutions and a discussion in K. Ziolkowski, 
Gerechtigkeitspostulate als Rechtfertigung von Kriegen (Baden-Baden, Nomos, 2008), at pp. 229-231.
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This is of importance because it is very likely that the consequences of malicious cyber-
activities – even if immediately given – will mostly not be recognisable or not recognised as 
such for a certain period of time. This is based on the complexity of modern computer systems 
and the large number of possible errors, which can lead to the malfunctioning of the systems. 
In the case of malfunctioning of computer systems it will always be investigated fi rst whether 
the problem is caused by a programming error of the software-producer, by a malfunction 
of outsourced computer services providers, by mal-confi guration of the systems by the own 
system administrators, or by errors of the users of the system. Additionally, it is conceivable 
that in cases of malicious cyber-activities against critical infrastructure systems of a State, a vast 
majority of which is owned and operated by private industry, both intrusions into the computer 
systems and their perceptible effects would be covered in order to not lose confi dence in the 
security of the respective services and to preserve the own reputation and the customers’ trust. A 
long period of time can pass by before malicious data-streams will be discovered and analysed 
and fi nally brought into context with the negative effects on governmental levels dealing 
with questions of national security and foreign policy. For example, the worm Stuxnet was 
discovered in July 2010 in the computer systems of Iranian nuclear power installations, “but is 
confi rmed to have existed at least one year prior and likely even before”27. By February 2010 
the IT-security company Symantec – monitoring the command and control traffi c of the worm 
– had gathered 3,280 unique samples representing three different variants of Stuxnet.28 Media 
reports of the replacement29 of a remarkable number of centrifuges in the nuclear enrichment 
facility at Natanz could – although hitherto not confi rmed30 by Iranian offi cials – indicate that 
the effects of the malicious codes were conceivable in the past but not brought into context 
with a possible computer system problem. However, as e.g. border intrusions by military forces 
of a neighbouring State in a (geographically) remote area of a victim State’s territory would 
constitute a “use of [armed] force”, although not recognisable to the victim State immediately, 
malicious cyber-activities, although their perceptible (physical) effects are not recognisable yet 
as such, can also theoretically be classifi ed as “use of [armed] force”.

Thus, given the complexity of cyberspace and the large number of possible reasons for 
malfunctioning of computer systems, the recognition of the connection between malicious 
cyber-activities and their perceivable (physical) effects cannot be expected to occur immediately. 
Therefore, the relevance of the criterion of “immediacy” – although perfectly logical as such – 
could be minimised in hacking-cases showing a scope of sophistication that raises the political 
concern of a State in terms of ius ad bellum.

Directness
The criterion of “directness” describes the direct casual connection between the initial act 
and the resulting consequences of malicious cyber-activities. The explanatory text contrasts 

27 N. Falliere, L.O. Murchu & E. Chien, W32.Stuxnet Dossier (Symantec Publication, Version 1.4, February 
2011), at pp. 2 and 4, available at http://www.symantec.com/content/en/us/enterprise/media/security_re-
sponse/whitepapers/w32_stuxnet_dossier.pdf (last visited 18 April 2012).

28 Id., at p. 7.
29 See D. Albright, P. Brannan & Ch. Walrond, Stuxnet Malware and Natanz: Update of ISIS December 22, 

2010 Report (ISIS Report of 15 February 2011), at p. 3, available at http://isis-online.org/uploads/isis-
reports/documents/stuxnet_update_15Feb2011.pdf (last visited 16 April 2012); Y. Katz, “Stuxnet may have 
destroyed 1,000 centrifuges at Natanz”, in The Jerusalem Post online of 24 December 2010, available at 
http://www.jpost.com/Defense/Article.aspx?id=200843 (last visited 16 April 2012).

30 A denial of any physical damage by Iranian offi cials was reported by Reuters, “After Stuxnet: Iran says 
it’s discovered 2nd cyber attack”, in The Jerusalem Post online of 25 April 2011, available at http://www.
jpost.com/IranianThreat/News/Article.aspx?id=217795 (last visited 16 April 2012).

http://www.jpost.com/IranianThreat/News/Article.aspx?id=217795
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the “directness” of the consequences of armed actions with the indirectness of e.g. economic 
coercion. This assessment is certainly true. However, the directness of the consequences of 
military actions can only apply to conventional kinetic operations – it is conceivable that 
the employment of BC-weapons in international relations, which will very likely always be 
considered “use of [armed] force”, can show already a much weaker “directness” between 
their employment and the effects caused. The picture can change dramatically, if the range of 
remote weapon systems at the disposal of highly developed military forces, and especially the 
development of offensive military cyber capabilities, is considered.

However, the criterion of “directness” between the initial act and the resulting consequences 
seems problematic. The criterion determines, as Professor Schmitt rightly states, the conditions 
of attribution of certain perceptible consequences to a certain action in terms of causation (and 
maybe also a direct nexus?) between an action and the effects of that action. According to the 
understanding of the author of the present survey, the causation and direct nexus between an 
action and the effects of an action cannot be part of the assessment of the legal nature of the 
action as such. Therefore, the criterion of “directness” cannot be used for the classifi cation of 
the nature of a malevolent action as being or not being “use of [armed] force”. This opinion is 
certainly based on the different, rather dogmatic approach to the line of argumentation inherent 
to the civil law system.

Invasiveness
Subject to further discussion, it could be benefi cial to clarify how the criterion of “invasiveness” 
shows relevance beside the criterion of “severity”, the latter one describing the requirements of 
perceivable physical effects of malicious cyber-activities (not on the affected data only) in order 
to be likely to be categorised as “use of [armed] force”. Especially, espionage by the means of 
the Internet or other information and communication technologies, i.e. illegal copying of data, 
would clearly be excluded from such a categorisation by applying the criterion of “severity”.

Further, the same arguments and examples as demonstrated at the discussion of the criterion 
of “immediacy” are likely to apply to the criterion of “invasiveness”, i.e. “invasiveness” of 
malicious cyber-activities could be imperceptible for a long period of time – for different 
reasons – and thus the relevance of the criterion could be minimised in practice.

Finally, it shall be mentioned that the criterion of “invasiveness” could show a certain potential 
for misuse, if the invasiveness of malicious cyber-activities were applied in the context of 
“national interest” when assessing malicious cyber-activities in the context of ius ad bellum. 
The prohibition of the “use of [armed] force” in international relations in the meaning of Article 
2(4) of the UN Charter (and the right to self-defence, given in most severe cases of “use of 
[armed] force”) does not protect national interests (see above).

Measurability
The criterion of “measurability” of effects of malicious cyber-activities, or rather their 
“appearance”, is certainly an important one. It could be seen as complementing the criterion of 
“severity” of effects, although it might be benefi cial for future discussions to further specify the 
relationship between these two criteria.
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However, apparent effects of malicious cyber-activities will not always be measurable. For 
example, in the case of successful malicious cyber-activities against critical infrastructures of 
a State, apparent secondary, tertiary etc. effects, e.g. panic reactions within the population, 
disturbances of public order etc. (comparable to effects caused by e.g. a bombardment), will 
hardly be measurable. However, an aggressor who chooses a sophisticated way and modern 
means (i.e. malicious cyber-activities) for causing such effects of public disturbance, should not 
benefi t from the fact that such effects are diffi cult to measure and, therefore, the classifi cation 
of the actions as “use of [armed] force” could fail due to the requirement of the criterion of 
“measurability” of the effects. Therefore, indeed, the criterion should be used with caution.

Further, covering penetrations of computer systems and their negative effects by private 
companies, which own and operate the vast majority of critical infrastructure systems of a State 
(see above), could also minimise the relevance of the criterion in practice.

Presumptive legitimacy
Again, due to the rather dogmatic approach inherent to the civil law system, the criterion of 
“presumptive legitimacy” seems – from this perspective – problematic for several reasons:

First of all, “legitimacy” (describing an ethically justifi able act) is rather a term of political 
and ethical discourse; law deals with legality and illegality of actions. The judgement of (il)
legality of actions inherently involves questions of (il)legitimate behaviour, but only in the 
understanding of the nature of law as refl ecting commonly agreed norms of morality and ethics, 
and as far as the (international) law explicitly foresees an ethical assessment by an individual 
or a group of individuals (e.g. in regard to the determination of the term “excessive” or of 
the notion of “proportionality”). Further, assuming that legitimacy of an action indicates its 
legality, the criterion seems to contain a circular reasoning: The presumption of legitimacy 
cannot be part of the assessment of the legality. In other words, it cannot be decided whether a 
particular act is indeed legal under the ius ad bellum by the simultaneous assertion or indication 
of its legality at the same time. Moreover, it seems problematic to assume that legitimacy would 
have an impact on the assessment of the legality of an act (in our case: under the ius ad bellum). 
For example, in 1999 the military campaign in Kosovo, which was conducted without the 
consent of the State in question and without authorisation from the UN Security Council, and 
aimed to rescue a certain ethnic group likely to suffer ethnic cleansing, was determined by 
the “Independent International Commission on Kosovo” in its respective report as “illegal but 
legitimate”.31 This shows that (presumed or determined) legitimacy does not have an impact on 
the assessment of the legality. Last but not least, the “fi rst sight” (or “jurisprudential intuition”?) 
of the legality of an action, indicated by the (subjective) perception of its legitimacy, cannot be 
part of a thorough legal assessment of a situation in question.

Even if the above considerations are ignored, the criterion shows potential for further discussion: 
The criterion of “presumptive legitimacy” shall help distinguish “use of [armed] force” from 
acts like propaganda, psychological warfare or espionage, which are not forbidden under the 
ius ad bellum. However, “psychological warfare”, according to the understanding of the author 
of the present survey, can be conducted only as the fi rst step of or in the course of an already 
ongoing military operation, i.e. after the threshold of ius ad bellum has been crossed. Therefore, 

31 Independent International Commission on Kosovo, Kosovo Report: Confl ict, International Response, Les-
sons Learned (Oxford, Oxford University Press, 2000), at p. 2.
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the example of “psychological warfare” is not helpful in determining whether an activity 
would cross the abovementioned threshold. As for the examples of espionage and propaganda 
(the latter probably even if reaching the level of inciting insurgency against another State’s 
government), the criterion of “severity” could already rule out those activities as constituting 
“use of [armed] force”.

Responsibility
The criterion of [State] “responsibility” addresses an especially complex issue, which has 
already initiated many debates within the legal and political sciences and which will surely be 
of most importance in the future. A thorough discussion of the topic would certainly exceed 
the scope of this paper. Therefore, in the following, a few thoughts will be sketched, hopefully 
initiating future discussions in more depth.

Cyberspace enables (skill and knowledge-wise) super-empowered individuals and groups 
of individuals to cause the most severe physical effects through manipulations of computer 
systems that the functioning of highly developed post-industrial countries depends on. Due 
to the possibility to act anonymously in cyberspace and to masque and hide the data streams, 
it will probably always be a major challenge to attribute malicious cyber-activities to a State. 
The technical attribution as well as the legal attribution (in the meaning of obtaining tangible 
evidence in form of Internet protocols from all the servers, nodes and switches the data stream 
was passing on its way around the world) are very limited in cases of highly sophisticated 
cyber-activities. The political attribution has – in a way – more freedom of action, as it can 
work with factors like the assessment of the overall political situation and can apply e.g. the 
cui bono test. However, taking into account the supposed indirect and quiet use of “proxies”, 
e.g. patriotic hackers (hacktivists), by certain States, invoking State responsibility for cyber-
activities will very seldom meet the legal requirements as currently set by international 
jurisdiction and scholarly writings, i.e. the test of an “effective” or “overall” control of the State 
over the activities of the non-State actors.32

Considering the enormous diffi culties in this context, it was proposed in diplomatic circles to 
introduce the principle of “due diligence” of States in regard to activities of non-State actors 
originating from the States’ territories. Indeed, a principle of “due diligence” can be identifi ed 
in public international law, as States do have the obligation not to let their own sovereign 
territory be used for activities causing damage to another State. Such a principle can be derived 
from the principles of sovereign equality of States and of good neighbourhood (see also Articles 
2(1) and 1(2) of the UN Charter), and can be supported by several resolutions of the UN 
General Assembly (see e.g. Friendly Relations Resolution33 and Defi nition of Aggression34). 
The obligations and rights deriving from such a “due diligence” principle are already expressed 

32 The discussion of the control levels for actions of non-State actors in the context of State responsibility 
would certainly exceed the scope of the present paper. For further information see e.g. A. Cassese, “The 
Nicaragua and Tadic Tests Revisited in Light of the ICJ Judgment on Genocide in Bosnia”, Vol. 18 Euro-
pean Journal of International Law 2007, pp. 649 et seq.

33 Declaration on Principles of International Law Concerning Friendly Relations and Co-operation among 
States in accordance with the Charter of the United Nations, A/RES/2625 (XXV) of 24 October 1970, An-
nex.

34 Defi nition of Aggression, A/RES/3314 (XXIX) of 14 December 1974, Annex.
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in numerous international treaty provisions35, in various States’ declarations36, and are 
endorsed by the jurisdiction of the ICJ37 in regard to international environmental law. A “due 
diligence” in regard to cyberspace would surely involve the implementation of precautionary 
measures, including political, organisational, administrative, legal and technical measures in 
order to prevent the misuse of the possibilities that cyberspace offers for malicious activities 
by non-State actors harming other States. However, it is rather doubtful that violating the “due 
diligence” obligations would automatically lead to the responsibility of a State for all malicious 
cyber-activities originating in its territory without considering requirements that the current law 
of State responsibility sets.

It was also proposed during a conference to use the concept of “reverse of proof” as is known 
in many national legal systems. However, such a reverse of proof would establish a prima 
facie responsibility of a State for all malicious cyber-activities which seem to originate from 
the State’s territory. This could lead to undesirable results. For example, despite the greatest 
efforts, the data stream between the worm Stuxnet and its creators could be traced the farthest to 
command and control servers located38 in Denmark and Malaysia – States clearly not suspected 
to be responsible for the creation, implementation, control of and effects supposedly caused by 
Stuxnet in either legal or political terms.

The “safe haven” theory39, developed in the context of Article 51 of the UN Charter in regard 
to terrorists acting from the territory of so-called “failed States” or States unwilling or unable to 
impede activities of non-State actors harmful to other States, would be a valuable thought also 
in regard to the State responsibility for malicious cyber-activities of non-State actors otherwise 
qualifying as “use of [armed] force” and enabling the victim State to legally conduct a range 
of possible retorsions and counter-measures. However, this approach would also not conform 
to the current law of State responsibility, thus further discussions within the international 
community will be necessary.

The question of whether individuals can trigger the right to self defence40 could be relevant – in 
parallel – also in regard to the question of whether non-State actors could undertake activities 
otherwise judged as “use of [armed] force” and triggering the right of States to undertake 
retorsions and counter-measures. There are considerable pros and cons – their demonstration 
would, unfortunately, clearly exceed the scope of this paper.41 Considering the power the 

35 See an overview of treaties on international environment protection deposited with the UN at the UN Trea-
ty Collection Website, available at http://treaties.un.org/Pages/Treaties.aspx?id=27&subid=A&lang=en 
(last visited 17 April 2012). It shall be mentioned that the overview does not contain (numerous) regional 
treaties, especially the ones on international regimes for the use of rivers, lakes and other territorial waters.

36 L. Gründling, “Environment, International Protection”, in R. Bernhardt (ed.), Encyclopedia of Public Inter-
national Law (Vol. II., 1995), p. 96 et seq., at p. 101.

37 See ICJ, Legality of the Threat or Use of Nuclear Weapons, Advisory Opinion, ICJ Rep. 1996, p. 226 et 
seq., at p. 241 et seq. para. 29; ICJ, Gab_ikovo-Nagymaros Project (Hungary v. Slovakia), ICJ Rep. 1997, 
p. 7 et seq., at p. 41 para. 53. See also Trail Smelter Case (United States, Canada), 16 April 1938 and 11 
March 1941, in United Nations, Reports of International Arbitral Awards, (Vol. III, United Nations Publi-
cation, 2006), pp. 1905-1982, available at http://untreaty.un.org/cod/riaa/cases/vol_III/1905-1982.pdf (last 
visited 16 April 2012).

38 Falliere, Murchu & Chien, supra note 27, at p. 21.
39 For an overview on the major lines of argumentation see Schmitt, supra note 23, at p. 602 et seq.
40 Id., at pp. 600-602.
41 See e.g. Ziolkowski, supra note 26, at pp. 221-229, demonstrating the lines of interpretation of Article 51 

of the UN Charter, of the respective international customary law, as well as of international jurisdiction, 
State practice and resolution practice of UN organs after the events of 9 September 2001.



308

Internet gives, especially to skilled and knowledgeable individuals, a respective discourse can 
very probably not be avoided in the future.

5. CONCLUDING REMARKS

“Use of [armed] force” is given in the case of malicious cyber-activities which (indirectly) cause 
(1) deaths or (2) physical injuries of living beings, (3) destruction of property or (4) medium 
to long-term disruption of critical infrastructure systems of a State, if the effects are equal to 
the physical destruction of the respective systems. When additionally showing a considerable 
scope and intensity of effects, such malevolent cyber-activities can be considered an “armed 
attack”, triggering the right of a State to self-defence. The criteria thus stay – deliberately – 
vague.

Given the highly political nature of the question of whether “use of [armed] force” in 
international relations or an “armed attack” occurred and, subsequently, a State considers 
itself in the right to undertake either a range of unfriendly acts and counter-measures or self-
defence measures, more meticulous criteria for such an assessment seem inappropriate. Even if 
States would develop internal guidance on such questions, it is likely that they would display 
a considerable grade of abstraction. Only such general criteria will leave enough room for 
political manoeuvring in a process of decision-making, which potentially can lead to political 
tensions, disturbance of international peace and security and – as ultima ratio – to the possible 
rigorous result of resorting to use of force. 

Additionally, the effects-based approach to the question of whether particular malicious cyber-
activities are to be considered “use of [armed] force” or an “armed attack” should lead to the 
conclusion that the criteria for a respective decision taken by a State will perfectly resemble 
those used to identify whether conventional military actions causing similar effects would be 
considered as comprising such situations. Therefore, there is no need for the development 
of special criteria for malicious cyber-activities going beyond those focusing on the effects 
(indirectly) caused.

The assessment of malicious or damaging activities, reaching the level of political concern, 
cannot make a difference according to the – rather conventional or rather modern – means used 
in order to cause the effects raising political concern. Therefore, only criteria referring to the 
effects caused should be considered appropriate.

The author of the present survey acknowledges that the proposed general criteria will not 
be useful in situations “[…] in which the necessity of self-defence is instant, overwhelming, 
leaving no choice of means, and no moment for deliberation.”42, i.e. in the situation of an 
immediate “armed attack” triggering the so-called preventive self-defence. This is based 
on the fact that – despite additional intelligence – the intended effect of malevolent cyber-
activities will not be visible beforehand. Very likely, cases of (legal) preventive self-defence 
will stay theoretical. Moreover, judged from today’s perspective, even in the case of discovery 
of malicious codes in e.g. governmental computer networks there still would be a “choice 

42 Quoted in I. Brownlie, International Law and the Use of Force by States (Oxford, Clarendon Press, 1963), 
at p. 43.
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of means” and a “moment for deliberation”. Malware can be isolated, penetrated networks 
disconnected and IT-security measures directed at the targeted networks – instead of more 
drastic, including forceful, measures directed against the malevolent aggressor. At the end of 
the day, the prohibition of the use of force in international relations and the right to self-defence 
do not protect the interest in modernity and comfort of life, economic returns or other national 
interests as such. The threshold of endangering the (physical) security of a State is a high one 
and should not be diluted.

Finally, it shall be mentioned that in regard to the academic discussions, whether a certain 
category of a malicious cyber-activity can be considered “use of [armed] force” or “armed 
attack”, the – otherwise very commendable – distinction between lex lata and lex ferenda, 
as stated by many scholars, might be not always be appropriate. A line of argumentation can 
only be presented de lege ferenda if it differs from the already existing law. The discussions, 
however, mostly examine how the already existing law applies to cyberspace. Indeed, the 
development of a common understanding of the interpretation of the ius ad bellum in regard to 
cyberspace is very much needed, in terms of both the scientifi c research and the use for political 
practice; academia and Professor Schmitt, especially, is to be congratulated for pioneering with 
benefi t for both areas.
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The ‘Use of Force’ in 
Cyberspace: A Reply
to Dr Ziolkowski

Abstract: This article responds to Dr Ziolkowsi’s article Ius ad bellum in Cyberspace – Some 
Thoughts on the ‘Schmitt-Criteria’ for Use of Force. It discusses the distinction between the 
terms ‘use of force’ and ‘armed attack’ in an effort to situate the former as a legal term of art. 
The article concludes that as the meaning of use of force is uncertain, it is useful to identify 
those factors that States are likely to take into consider when faced with the need to characterize 
an action. Such factors may be legal in nature, but will also often refl ect national security 
interests.

Keywords: use of force, Article 2(4) UN Charter, Schmitt Criteria

Over a decade ago, I had the occasion to consider the jus ad bellum implications of ‘computer 
network attack’ in an article published in the Columbia Journal of Transnational Law.1 At 
the time, such operations were emerging as a new method of warfare, but international legal 
assessments thereof lagged far behind. Although the piece drew a degree of attention,2 interest 
in cyber matters rapidly faded as transnational terrorism captured the international legal 
community’s attention following the horrifi c ‘9/11’ attacks.

The cyber operations mounted by hacktivists against Estonia in 2007, as well as employment of 
cyber operations during the international armed confl ict between Georgia and Russia the next 
year, refocused attention on the subject. Since then, cyber issues have dominated discussions 
among international lawyers and international security specialists. In reaction to these and other 
cyber incidents, most notably the 2010 Stuxnet attack, States have formulated national cyber 
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1 Michael N. Schmitt, Computer Network Attack and Use of Force in International Law: Thoughts on a 
Normative Framework, 37 Columbia Journal of Transnational Law 885 (1999). The jus ad bellum is that 
aspect of international law that addresses when it is that States may lawfully resort to use force as an 
instrument of their national policy. It must be distinguished from the jus in bello, which concerns how 
hostilities may be conducted once an armed confl ict is underway. The latter body of law is also labeled 
international humanitarian law.

2 The term was coined in Thomas C. Wingfi eld, The Law of Information Confl ict: National Security Law in 
Cyberspace (2000).
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strategies,3 formed cyber military units,4 and established international centres dedicated to 
examining cyber confl ict.5 

Of particular note in this regard is a Cooperative Cyber Defence Centre of Excellence (CCD 
COE) funded project to draft The Tallinn Manual on the International Law of Cyber Warfare. 
As director of the project, I have benefi tted from the knowledge and insights of the group of 25 
world-class international legal and technical experts who have been participating in the effort, 
which will conclude this summer. Among the topics they have explored is the legal notion of 
‘use of force’. In the process, the group submitted the so-called ‘Schmitt Criteria’ for the use of 
force that I had originally set forth in the Columbia Journal article to a rigorous peer review. I 
remain convinced that they are sound, at least when applied as I originally intended.6

My friend and colleague Dr Katharina Ziolkowski has graciously asked me to pen a reply to 
her impressive and insightful contribution to this volume in which she offers thoughts on my 
criteria. I am delighted to engage in this ‘dialogue’ with her and hopefully clarify my approach 
somewhat. It is comforting to know that our overall conclusions part ways only at the margins.

The question at hand is when does a cyber operation amount to a use of force in the jus ad 
bellum sense? The prohibition on the use of force is codifi ed in Article 2(4) of the United 
Nations Charter. That article, which applies only to the actions by or attributable to States, 
provides: 

All Members shall refrain in their international relations from the threat or use of force 
against the territorial integrity or political independence of any state, or in any other 
manner inconsistent with the Purposes of the United Nations.

Article 2(4) must be juxtaposed to Article 51: 

Nothing in the present Charter shall impair the inherent right of individual or collective 
self-defence if an armed attack occurs against a Member of the United Nations, until 
the Security Council has taken measures necessary to maintain international peace and 
security.

Self-defence as provided for in Article 51 constitutes one of the two universally recognised 
exceptions to Article 2(4)’s prohibition on the use of force by States (the other being an 
authorization or mandate to use force pursuant to Article 42)7; it is universally recognized as 

3 See, e.g., Department of Defense, Strategy for Operating in Cyberspace (July 2011); White House, Interna-
tional Strategy for Cyberspace: Prosperity, Security, and Openness in a Networked World (May 2011).

4 E.g., United States Cyber Command.
5 E.g., The Cooperative Cyber Defence Centre of Excellence, a NATO centre of excellence.
6 For my most recent discussion of the criteria, see Michael N. Schmitt, Cyber Operations and the Jus ad 

Bellum Revisited, 56 Villanova Law Review 569 (2011).
7 Although Article 2(4) refers to a prohibition on “use of force against the territorial integrity or political 

independence of any state, or in any other manner inconsistent with the Purposes of the United Nations”, it 
is clear that the prohibition extends to any use of force not authorized by the Charter. Originally, the draft 
Charter contained no reference to territorial integrity or political independence. Their subsequent inclusion 
was controversial; the “other manner” language was inserted to make clear that their inclusion was not 
meant to limit the article’s reach.
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refl ective of customary international law.8 The Charter’s scheme is quite simple in the abstract 
– a State may use force when facing an armed attack.9

Note that the two articles employ different terminology – ‘use of force’ and ‘armed attack’. 
The Charter’s travaux preparatoire suggest that the difference was intentional. Negotiators at 
the 1945 San Francisco Conference, where the Charter was drafted and adopted, rejected the 
premises that ‘force’ was limited to ‘armed’ force and that actions qualifying as a use of force 
also necessarily qualifi ed as an armed attack.10

In the Nicaragua case, the International Court of Justice addressed this carefully crafted 
distinction. It held that the terms embodied different legal thresholds. According to the Court, 
there are “measures which do not constitute an armed attack but may nevertheless involve a 
use of force”. In other words, it is necessary to differentiate “the most grave forms of the use 
of force from other less grave forms”.11 The Court later reaffi rmed the existence of this ‘gap’ 
in the Oil Platforms case.12

The distinction between the terms epitomizes the Charter’s conceptual architecture. A horrendous 
confl agration initiated by States acting forcefully had just occurred, one resolved only through 
the collective action of other States. Accordingly, the Preamble identifi es the key purpose of the 
United Nations as “sav[ing] succeeding generations from the scourge of war, which twice in 
our lifetime has brought untold sorrow to mankind”. This purpose was to be accomplished by 
“unit[ing] our strength to maintain international peace and security”.13 In light of these aims, it 
made sense to set a low threshold for qualifi cation as acts that seriously endangered international 
security (use of force), but a high one for qualifi cation as acts that rendered unilateral forceful 
actions permissible (armed attack).14 A Security Council empowered to authorize forceful 
actions by a United Nations military force would presumably police the gap between the two, 
that is, act in response to actions that amounted to a use of force, but not an armed attack.15 

Thus, while Article 2(4) establishes when a State has violated international law by using force, 
Article 51 permits the use of force as a remedy for States victimized by certain egregious uses 
of force known as armed attacks.

8 Military and Paramilitary Activities in and Against Nicaragua (Nicaragua v. U.S.), 1986 I.C.J. 14, paras. 
185-190 (June 27). Note that some scholars dispute whether the treaty and customary norms are identical. 
For the purpose of this article, any possible differences are irrelevant. The author takes the position that 
they are in fact identical.

9 States may also employ force in the face of an imminent armed attack under certain circumstances. Those 
circumstances do not bear on the points made in this article or Dr Ziolkowski’s.

10 See U.N. GAOR Special Comm. on Friendly Relations, U.N. Doc. A/ AC.125/SR.114 (1970).
11 Nicaragua Case, supra note 8, paras. 191, 210.
12 Oil Platforms (Iran v. U.S.), 2003 I.C.J. 161, para. 51 (Nov. 6).
13 UN Charter, preamble.
14 The right of self-defence is interpreted by many States today as extending to acts conducted by non-State 

actors that meet the armed attack threshold. However, this premise is somewhat controversial. See Michael 
N. Schmitt, Responding to Transnational Terrorism under the Jus ad Bellum: A Normative Framework, in 
International Law and Armed Confl ict: Exploring the Faultlines 157 (Michael N. Schmitt & Jelena Pejic 
eds., 2007).

15 UN Charter, arts. 43-49. The Charter also envisioned actions “by some of the members” that were to be 
authorized by the Council. This has proven to be the prevailing response. Article 51’s right of individual 
or collective self-defence was but a fail-safe mechanism in the event the system could not respond quickly 
enough, a point illustrated by Article 51’s authorization to act defensively only “until the Security Council 
has taken measures necessary to maintain international peace and security.”
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In light of this gap, it can be concluded that actions that do not qualify as an armed attack 
may nevertheless comprise a use of force. But what do the two terms mean? I have contended 
elsewhere that an armed attack is an action with consequences that involve death or injury of 
individuals or damage to objects.16 Unfortunately, the meaning of the term use of force is more 
problematic. The Charter’s text provides no guidance beyond structurally indicating that any 
armed attack is equally a use of force. Charter travaux preparatoire and subsequent events are 
of some assistance in that they demonstrate that the notion generally excludes economic or 
political coercion.17 The Nicaragua case also provided examples of actions that qualify uses 
of force (arming and training guerrillas fi ghting against another State), and that do not (merely 
funding them). 

What seems clear is that while all coercive actions are not uses of force, a use of force need not 
be armed (or necessarily even directly related to armed actions). Beyond this broad deduction, 
the criteria for qualifi cation as a use of force remain abstruse. This uncertainty led to my 
proposal of the ‘Schmitt Criteria’.

The criteria – severity, immediacy, directness, invasiveness, measurability, presumptive 
legitimacy, and responsibility – are replicated in the article by Dr Ziolkowski and need not 
be described in detail here. However, before turning to my refl ections on her comments, it is 
essential to grasp how the criteria were intended to be used … and how they were not. 

Despite the absence of a consensus understanding of the term use of force in either judicial 
pronouncements or State practice, States will sometimes be compelled to assess cyber operations 
against the prohibition set forth in Article 2(4) and contained in customary international law. 
At times, they will have to do so with respect to cyber operations conducted against them in 
order to decide whether to characterize the initiating State’s actions as a violation of the norm. 
Sometimes, they will need to resolve whether other States will characterize cyber operations 
they are contemplating as a use of force. And in still other cases, they will have to assess cyber 
operations targeting other States. In light of the defi nitional lacuna described above, perhaps the 
best States can do is to engage in educated conjecture as to how the international community is 
likely to view the cyber operations in question as a matter of law.

The criteria were meant to assist in that effort. What is often misunderstood is that they are not 
legal criteria against which to perform such evaluations. For instance, the criteria do not have 
the legal status that the necessity, proportionality, and imminency/immediacy requirements 
associated with taking action in self-defence enjoy. Rather, they are merely factors that can 
be expected to infl uence States when making use of force appraisals. After all, what matters 
in international relations is not whether the actions in question are lawful in the abstract, but 
instead whether the international community considers them as such. Lest this assertion seem 
extreme, recall that customary international law is formed through the confl uence of State 

16 See my other article in this volume, ‘Attack’ as a Term of Art in International Law: The Cyber Operations 
Context.

17 U.N. Doc. 2, G/7(e)(4), 3 U.N.C.I.O. Doc. 251, 253-54 (1945); Declaration on Principles of International 
Law Concerning Friendly Relations and Co-operation Among States in Accordance with the Charter of 
the United Nations, G.A. Res. 2625 (XXV), U.N. Doc. A/RES/8082 (Oct. 24, 1970); U.N. GAOR Special 
Comm. on Friendly Relations, U.N. Doc. A/AC.125/ SR.114 (1970); Report of the Special Committee on 
Principles of International Law Concerning Friendly Relations and Co-operation Among States, U.N. Doc. 
A/7619 (1969); Schmitt, supra note 6, at 574.
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practice and opinio juris.18 Consequently, an action that may have been unlawful in the past, 
but which is not viewed as such in the present, contributes to the eventual emergence of new 
customary norms.

Both the absence of meaningful State practice as to cyber operations (and the reaction thereto) 
and the defi nitional vagueness regarding the prohibition of the use of force signal that the law 
regarding the use of force in the cyber context is ripe for this evolutionary process. Therefore, 
for the immediate future, we can expect a period of relative fl exibility in the application to cyber 
operations of the prohibition. As State practice accompanied by expressions of opinio juris 
develops, the law will slowly crystallize. Once this happens, prognostic criteria such as those 
I have proffered will be replaced by tangible legal requirements. In the meantime, States will 
continue to be infl uenced in their decisional process by factors like those I have suggested. They 
are, of course, non-exclusive, and their relative infl uence in matters of international security, 
including legal assessments as to State behaviour, is always contextual. 

It should be evident that I am more cautious than Dr Ziolkowsk with regard to characterizing 
the force contemplated in the prohibition as ‘armed’. Nevertheless, despite terminological 
divergence, we arrive a roughly the same conclusion as to force which causes physical harm to 
individuals or damages objects. They are uses of force as a matter of law, since I would equally 
assert that they meet the higher threshold of armed attack. 

Interestingly, Dr Ziolkowski also characterizes cyber operations resulting in “massive, medium 
to long-term disruption of critical infrastructure systems of a State” as uses of force, at least to 
the extent that their effects are equal to the physical destruction of the system. I am somewhat 
less confi dant than she is in this respect, in part because I am unsure that States will readily 
equate non-kinetic effects with kinetic ones. In my view, only State practice can establish such a 
‘bright line’ norm. While agreeing that States may well characterize such actions as uses of force 
based on the criteria I have set forth (and other contextual factors), I am uncomfortable offering 
the standard as lex lata at this time. It may mature into either customary law or a customary 
interpretation of Article 2(4) over time, but the uncertainty attendant to cyber operations leaves 
her proposed standard currently fi xed in the realm of lex ferenda.

As to Dr Ziolkowski’s assessment of the criteria, I fear that she attributes rather more normative 
signifi cance to them than I do. As noted, they are predictive tools, not normative standards. In 
this regard, I might suggest that the differences between our approaches derive less from our 
differing civil and common law backgrounds than from the different perspectives we have 
towards international law. Whereas she adopts an approach based primarily in positivism, mine 
reveals the infl uence of the policy-oriented New Haven School.19 For me, law, contextually 
understood, often refl ects policy choices that are shaped to achieve particular values. This 
explains my readiness to identify infl uences on legal assessments that are not strictly legal 
in nature. Thus, while both our approaches are consequence-based, she pays greater attention 

18 Statute of the International Court of Justice, art. 38(1)(b). See also North Sea Continental Shelf (Federal 
Republic of Germany v. Denmark; Federal Republic of Germany v. the Netherlands),1969 I.C.J. 3, para. 77 
(Feb. 20).

19 The intellectual fathers of the New Haven School were Yale Professors Myres McDougal and Harold 
Lasswell. It was later championed by such scholars as Michael Reisman. The fi rst piece setting forth the 
approach was Harold D. Lasswell and Myres S. McDougal, Legal Education and Public Policy: Profes-
sional Training in the Public Interest, 52 Yale Law Journal 203 (1943).
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to the nature of the consequences caused by cyber operations, whereas I tend to focus on the 
policy perspectives States are likely to have vis-à-vis those consequences.

Our differing normative vectors are revealed in Dr Ziolkowski’s comments on what we agree is 
the most important criterion, severity. She rejects my assertion that the more cyber operations 
impinge on critical national interests, the more likely States are to characterize them as uses 
of force. For her, international law protects the physical security of a State and its inhabitants, 
not the State’s national interests. By my policy-oriented approach, however, national interest 
is the most determinative factor. The very reason States accede to (or reject) international legal 
regimes is to protect those interests and the various values they refl ect. 

Security interests may dominate in jus ad bellum matters, but they are not exclusive. For 
instance, Article 2 of the United Nations Charter expressly states that the instrument is intended 
to foster the purposes set forth in Article 1. Beyond the maintenance of international peace and 
security, these purposes include the development of “friendly relations among nations based on 
respect for the principle of equal rights and self-determination of peoples” and the achievement 
of “international cooperation in solving international problems of an economic, social, cultural, 
or humanitarian character, and in promoting and encouraging respect for human rights and for 
fundamental freedoms for all without distinction as to race, sex, language, or religion”.20 By 
the approach I have espoused, it is less the nature of the national interest than its intensity that 
matters. 

An analogous thread runs through the immediacy criterion. Immediacy infl uences decision-
makers because it heightens the need for a victim State to characterize the situation quickly lest 
the negative consequences of a cyber operation manifest themselves before the State can muster 
the domestic and international support necessary to validate any responsive action it might take. 
This will force the hand of other States, which in the majority of cases will be predisposed to a 
characterization benefi tting the victim State. After all, because the cyber operation is likely to 
be unlawful irrespective of whether it amounts to an unlawful use of force, doubt is likely to be 
resolved in favour of the victim. Operations that only generate effects over the medium or long 
term, on the other hand, afford all parties a greater opportunity to rule out the possibility that 
the originator State has engaged in a use of force.

The other criteria will similarly infl uence assessments in ways that exceed their technical legal 
valence. For example, the more direct the casual connection between a cyber operation and its 
impact on national interests, the more comfortable States will be in describing the operation 
as a use of force. The law aside, portraying an originator State’s actions as a violation of the 
jus ad bellum is a politically charged step, one that always presents political risks. Directness 
can serve to mitigate such risks by shifting the onus of responsibility for disrupting peace and 
security to the originator State. The same holds true with regard to invasiveness. The more 
invasive a cyber operation, the less politically risky the act of asserting that the originator 
State has used force in contravention of international law. In the case of cyber operations that 
are particularly direct and/or invasive, the victim State will also feel more aggrieved, thereby 
making it readier to style the operations as a use of force, a characterization with which other 
States are likely to sympathize. 

20 UN Charter, arts. 1(2) & (3).
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Measurability and the lack of presumptive legitimacy will also make use of force characterizations 
easier to defend before both domestic audiences and the international community because the 
victim State and those States that support its characterization can offer hard facts to justify 
(as a matter of fact and law) their determination without having to rebut any presumption of 
legitimacy. Finally, although the legal issue is qualifi cation as a use of force rather than State 
responsibility for the use of force, the victim State and its supporters will be more comfortable 
alleging that the originator State has engaged in a use of force when the latter is clearly 
responsible pursuant to the principles of State responsibility. 

The point is that the factors set forth will, legal considerations aside, infl uence States when 
making determinations regarding an area of unsettled law. After all, States understandably 
tend to resolve uncertainty in favour of that position that best advances their interests. A State 
victimized by a cyber operation will usually deem it in its interest to assert that the delict has 
been severe, whether to engender sympathy or to generate support for any responsive measures 
it might wish to take. Uninvolved States are in a somewhat different position. In particular, a 
State that anticipates conducting similar cyber operations itself has an incentive to characterize 
analogous actions by other States as falling short of a use of force. Nevertheless, as a general 
rule, uninvolved States are more likely to accept the characterization of the victim State as 
reasonable the more the criteria set forth are met. This is especially so when they see themselves 
as potential victims of cyber operations.

Reduced to basics, the ‘Schmitt criteria’ represent an acknowledgement of the ambiguity 
resident in the use of force norm. Given the ambiguity, the decisional latitude of States is 
wide. They will inevitably leverage this decisional fl exibility by adopting legal positions that 
optimize their national interests. The criteria are what I believe to be some of the key extra-
legal infl uences on that complex process. Accordingly, they are meant to be predictive, not 
prescriptive.

I am grateful to Dr Ziolkowski for opening the dialogue about the ‘Schmitt Criteria’ to a wider 
audience, especially those concerned with the technical and policy aspects of uses of cyber 
force. She is to be applauded for offering a sophisticated assessment of them and I am sincerely 
appreciative to her for the opportunity to clarify my thoughts.
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A Methodology for Cyber 
Operations Targeting 
and Control of Collateral 
Damage in the Context of 
Lawful Armed Confl ict

Abstract: Throughout history, the law of warfare has evolved to protect non-combatants 
and limit collateral damage.  The same legal and ethical constraints apply to the conduct of 
cyber warfare, where it is similarly desirable to limit the effects of offensive actions to specifi c 
locations and groups.  However, conventional wisdom suggests that this is extremely diffi cult, 
if not impossible to accomplish in the cyber domain. In this paper, we argue to the contrary.  
It is possible to constrain the effects of cyber actions to specifi cally desired, legitimate targets 
while signifi cantly limiting collateral damage and injury to non-combatants. To this end we 
present a generalized methodology for analysis of the targeting and effects of cyber operations 
with respect to principles of lawful conduct in armed confl ict. This methodology includes a 
framework of effects categories, target attributes and control measures to direct and constrain 
cyber operations. It also includes a process for evaluating these effects and controls against 
the principles for lawful conduct in armed confl ict. We illustrate the methodology in action 
by applying it to W32.Stuxnet, software widely considered to be a cyber weapon. Our results 
indicate that it is entirely possible to analyze complex cyber war problems, identify legally 
authorized courses of action, and focus effects on desired targets while greatly minimizing 
collateral damage.

Keywords: cyber operations, targeting, collateral damage, law of armed confl ict

1.  INTRODUCTION

While unfortunate, armed confl ict has existed since the dawn of man.  Over time, customs, 
agreements and laws have evolved to defi ne what actions are permissible and prohibited in 
armed confl ict. For example, among other requirements, humanitarian law imposes a duty on 
combatants to avoid injury to non-combatants and to limit collateral damage [1]. In general, 
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standards for behavior in armed confl ict on land, at sea or in the air are well-understood, having 
evolved over many years. 

A similar understanding for warfare in the cyber domain does not yet exist. Much work has 
examined the legal aspects of operations in the cyber domain, attempting to reconcile such 
operations with existing notions of what constitutes armed confl ict or an act of war [2,3,4]. 
However, the literature is mostly silent on how we may actually execute cyber operations in 
a manner that complies with accepted standards for conduct in armed confl ict in particular. 
Some believe that constraining the effects of cyber operations is technically infeasible given 
the complexity and interconnectedness of information systems and networks, making all 
such operations illegal [5]. We argue that it is indeed possible to comprehensively study the 
operational factors and conduct cyber operations within legal and ethical constraints while 
achieving legitimate military objectives.

In this paper we make several contributions. We introduce a methodology to categorize the 
effects of cyber operations. We also present a framework of target attributes and control 
measures to direct and constrain cyber operations. Finally, we present a general methodology 
for evaluating these effects and controls against the principles for lawful conduct in armed 
confl ict. 

This paper is organized as follows. Section 2 places our research in the fi eld of related work. 
Section 3 presents our generalized methodology. Section 4 examines application of the 
methodology to a cyber operation. Section 5 presents our conclusions and promising directions 
for future work.

2. BACKGROUND AND RELATED WORK

There is a great deal of interest in the opportunities and challenges of conducting military 
operations in cyberspace. A number of defi nitions exist in the literature for the term ‘cyberspace.’ 
For this work, the defi nition proposed by Daniel Keuhl is suitable: “…cyberspace is a global 
domain within the information environment whose distinctive and unique character is framed 
by the use of electronics and the electromagnetic spectrum to create, store, modify, exchange, 
and exploit information via interdependent and interconnected networks using information-
communication technologies.” [6]

A commonly held view of cyberspace is one limited to computer systems connected by the TCP/
IP-based Internet. However, Keuhl’s defi nition of cyberspace includes a larger set of systems, 
protocols, architectures and functions including, but not limited to, those found on the Internet. 
Thus it is important that our discussion is suffi ciently general, and our results are suffi ciently 
fl exible, to address the full range of information systems, networks and transmission media in 
cyberspace. Still, the framework must retain suffi cient specifi city to inform actual offensive 
action in the domain.

The United States Department of Defense and others have only recently recognized cyberspace 
as a separate domain of armed confl ict besides land, sea, air and space [7]. Despite being a 
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distinct domain with unique qualities, the cyber domain requires standards for lawful behavior 
in armed confl ict just as do the other domains [1]. Despite progress, we have not yet fully 
determined how the customs and body of law that defi ne acceptable behavior in armed confl ict 
will apply to the cyber domain.

Several authors have attempted to relate concepts of strategic warfare and deterrence to the 
cyber domain. [8,9,10] However, these works do not address nature of offensive action in the 
domain at the operational and technical levels.

A number of authors have also discussed legal aspects of cyber operations. Much that has 
emerged from this discussion, such as the ‘Schmitt Criteria’ [4], is concerned with the role of 
cyber operations in terms of jus ad bellum, or determining when resorting to war is justifi ed and 
what constitutes an act of war.

One point of debate is whether or not cyber operations can, in fact, constitute armed confl ict. 
Sklerov proposes “an effects-based approach, sometimes called a consequence-based approach, 
in which the attack’s similarity to a kinetic attack is irrelevant and the focus shifts to the overall 
effect that the cyber attack has on a victim state.” [2] Cyber operations do in fact amount to 
armed confl ict when their effects are consistent with those of more established, kinetic forms 
of armed confl ict, highlighting the need to pay particular attention to the potential effects of 
cyber operations.  

For this work, we set aside the concerns of jus ad bellum and focus instead on jus in bello, the 
rules for lawful conduct of armed confl ict after the decision to resort to military action is made. 
Jus in bello imposes duties to use restraint in the application of force, minimize suffering, and 
distinguish between legitimate military targets and non-combatants when conducting attacks. 
Further, combatants have a duty to control the collateral damage that may result from military 
operations. [1,3]

Sklerov identifi es four principles of jus in bello:

1. Distinction: combatants have a duty to ensure attacks are directed at legitimate 
military objectives and to minimize collateral damage. 

2. Necessity: the application of force must be limited to only the amount necessary to 
accomplish a valid military objective. 

3. Humanity: weapons designed to cause unnecessary suffering are prohibited. 
4. Proportionality: limits the use of force to situations in which the expected military 

advantage outweighs the expected collateral damage to civilians and their property. 
This does not require avoiding all collateral damage; rather, such damage must not 
be out of proportion with military necessity [2].

In addition to these principles, Schmitt cites a principle of discrimination [1]. This prohibits 
the use of ‘indiscriminant’ weapons or tactics, those incapable of avoiding damage to non-
combatants.
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These well-established principles dictate that one must be able to precisely target and control 
the effects of the weapons and techniques employed in armed confl ict. Beyond having suffi cient 
control, one must also ensure operations target valid military objectives in accordance with the 
jus in bello principles. “Those who plan or decide on attack have an affi rmative duty to ‘do 
everything feasible’ to verify that intended targets are legitimate.” [1]

For this work, we shall focus on the principles of discrimination, distinction and proportionality. 
Methods for ensuring cyber operations adhere to these three principles differ most from those 
for kinetic operations, posing the most signifi cant challenges. The principles of necessity and 
humanity are similar in both kinetic and cyber operations. Compliance will follow from meeting 
the challenges posed by the other three principles.

The methods to discriminate between combatant and non-combatant and to reduce collateral 
damage in the kinetic domains of land, sea, air and space are relatively well understood. The 
effects of actions in the kinetic domains tend to be well localized in physical space. Similarly, 
physical science and modeling provide accurate predictions about the duration and spread of 
such effects. Admittedly, achieving these goals in practice is not always easy, mostly due to ‘fog 
of war’ and limited intelligence about the true nature of a target.

In the cyber domain, measures of location, distance and time may be less effective for ensuring 
compliance with the principles of jus in bello than they are in the physical domains.  We also 
have far less history and experience dealing with the questions of how to target and constrain 
effects in the cyber domain.  However, the requirement to conduct cyber operations in a manner 
consistent with jus in bello remains. Thus there is the need for a methodology, such as that 
presented here, to analyze cyber operations effects, targeting and control measures in terms of 
the lawful application of force in armed confl ict.

3. A METHODOLOGY FOR CYBER 
OPERATIONS TARGETING AND CONTROL

‘Cyber weapons,’ and those wielding them, must be capable of operating in accordance with 
the principles of jus in bello. This entails the capability to direct effects at valid military targets 
using controlled amounts of force and to minimize collateral damage. Organizations conducting 
cyber operations require suffi cient intelligence capabilities for accurate targeting plus agile 
and robust command processes to control and to accurately assess their effects. With respect 
to tools, these requirements differentiate cyber weapons from the more general category of 
malicious software, or malware. Malware is frequently indiscriminant and poorly controlled, 
seeking to spread and cause effects as widely as possible with little regard for the nature of the 
victims. The methodology presented here seeks to provide a framework in which those from 
the technical, legal and policy making disciplines can achieve consensus on lawful conduct for 
specifi c cyber operations and weapons. 

A. Cyber Operations Effects
The potential severity and scope of a cyber weapon or operation’s effects dictate the degree 
of control needed to act in accordance with jus in bello principles. Operations and weapons 
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capable of causing more severe damage, or with consequences more widespread in space and 
time, call for greater precision in targeting and control of effects. Thus we must have means 
to categorize the severity and persistence of effects. We defi ne three categories of severity for 
effects:

Primary effects have the potential of directly affecting physical assets and human lives. This 
would include manipulating control systems to cause the malfunction of machinery, power 
outages, explosions, fl ooding, vehicle accidents or other physical destruction. It also includes 
rendering information systems and other electronics inoperative at the hardware and fi rmware 
level. 

Secondary effects degrade or disrupt physical assets as a second-order consequence of effects in 
the cyber domain. Although a secondary effect does not have the immediate potential for direct 
physical destruction, it is still expected to affect physical assets.  The disruption of information 
systems and networks in the cyber domain can affect physical assets reliant on them for control, 
monitoring and communications. Examples would include spoofi ng air defense systems, 
disabling telecommunication systems, incapacitating control systems for transportation or 
logistical networks, corrupting databases and manipulation of fi nancial systems.

Indirect effects remain within the cyber domain, having only an informational impact. Attacks 
with indirect effects primarily impact human cognition and would be expected to affect the 
physical domain only through humans acting on the information perceived. Cyber operations 
having indirect effects would include military deception operations, delivering targeted 
messages to a populace and blocking or altering an adversary’s messages.

A cyber weapon or operation may have the potential for causing multiple effects, possibly 
causing differing combinations of primary, secondary and indirect effects on different targets. 
We must consider each likely combination of target and effect for compliance with jus in bello 
principles. 

We also defi ne three degrees of persistence for effects:

Permanent. This level of persistence includes effects that require replacing hardware or 
extensive, time-consuming repairs. It also includes destruction of primary data and backups 
such that timely restoration is infeasible. Such effects would include disabling hardware through 
destruction of fi rmware, destruction of electronics through overloads, physical destruction of 
infrastructure or other property and loss of life. 

Temporary. Temporary effects also persist after the operation ends; however, unlike permanent 
effects, recovery here entails actions of lesser cost in resources and time. Such procedures 
would fall within the scope of typical disaster recovery plans [11]. Examples include restarting 
disrupted telecommunications or electrical infrastructure, reloading operating systems and 
restoring data from backup media.

Transient.  Transient effects abate quickly after the attack ends, with little effort on the part 
of the targeted entity. At most, recovery might include resetting or rebooting equipment. For 
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example, denial-of-service and traffi c redirection attacks typically generate transient effects. 

B. Target Attributes and Control Features
Cyber weapons and operations must have suffi cient precision to ensure effects reach the 
intended targets while avoiding noncombatants. We require a fl exible means to describe targets 
for the purpose of directing and constraining effects. We defi ne three target attributes for cyber 
operations. Taken together, these attributes allow us to answer the questions: “Where is it?”, 
“What is it?” and “Whose is it?” for a given target. 

Geography. This attribute addresses the physical location of the target. This may be pertinent for 
two reasons. First, physical location within a given region, such as a national border, may defi ne 
what is and is not a legitimate party to a confl ict. Second, physical location may contribute to 
establishing a positive identifi cation of the target, especially in ensuring it is not an entity with 
protected status and thus off-limits to attack. A geographic attribute may be as specifi c as a 
building, military installation or industrial facility or as broad as a nation or a military theatre of 
operations. The dynamic nature of networks and mobile devices may, in some circumstances, 
make determination of physical location diffi cult.

Function. This attribute addresses the purpose or current activity of a target. Identifying 
function provides a useful means to differentiate a legitimate target from other, nearly identical 
systems. For example, an industrial controller of a given type might be used for a humanitarian 
purpose in one location and a purely military role, such as producing munitions, in another. 
Further, combatants and protected entities could be intermingled on a shared network, in a 
cloud infrastructure or, through virtualization, on a single host. The information systems and 
networks that comprise cyberspace, by their fl exible nature, may be the epitome of dual-use 
objects, potentially serving both civilian and military purposes [1]. A change of software or 
confi guration could allow an information system to rapidly change function between civilian 
and military purposes. Thus, identifi cation of a device’s function may facilitate distinguishing 
intended, legitimate targets from others using similar hardware or software.

Persona. This attribute addresses the ownership and users of target. A persona attribute could 
relate to a person, business, government or other group. The personas involved with a given 
system or network may assist in identifying the intended target and separating legitimate targets 
from others. A persona may also be the primary descriptor for a target, indicating a person 
or group to be engaged wherever found in cyberspace, with less emphasis on geography and 
function.

After identifying the target in terms of geography, function and persona attributes, we must 
determine the specifi c information and technical features necessary for effective targeting 
and control of effects.  The objective is to derive a set of control features suffi cient to direct 
the effects to the intended target while avoiding disproportionate collateral damage or other 
unlawful consequences. Control features are specifi c values that a cyber weapon or operation 
can use to determine if effects should be delivered to a potential target device. The control 
features must be suffi ciently general to encompass not only the TCP/IP based features frequently 
discussed in ‘computer network attack’ [12] but also the larger set of features available in the 
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array of devices and networks implied in the defi nition of the cyber domain. We divide the 
control features into four planes. 

FIGURE 1. EXAMPLE CONTROL FEATURES BY PLANE 

Physical Plane. The physical plane includes features of a device’s hardware, its operating 
characteristics and its physical environment. Information about a device’s hardware may identify 
its general type, its manufacturer or specifi c model, or possibly device unique identifi cation by 
distinctive values such as embedded serial numbers. 

Some devices, such as ‘smart phones,’ may provide direct information about their geographic 
locations through Global Positioning System or mobile network location services. Other 
physical features, such as clock settings, power sources and keyboard layouts may permit 
inferences to be drawn about the location of a device.

Physical features may provide information about the function of a device. Patterns of utilization, 
workloads, transmit and receive frequencies, function-specifi c fi rmware or environmental 
conditions may indicate a device’s function and help differentiate it from similar devices. 
Similarly, the physical characteristics of devices attached to industrial control systems may 
provide information about the function or even the specifi c identity of the system.

Physical features that uniquely identify a device provide the potential for extremely precise 
targeting and control.    Such information could tie the device to its owner or other persona 
and may also facilitate determining its function. Examples include serial numbers of hardware 
installed in computer systems or the International Mobile Equipment Identifi er (IMEI) of a 
mobile device. Similarly, network address information associated with hardware on a persistent, 
if not permanent, basis can also provide device identifi cation. Such features include medium 
access control (MAC) addresses for network interfaces, Mobile Identifi cation Numbers (MIN) 
and International Mobile Subscriber Identity (IMSI) values on SIM cards.

Logical Plane. The logical plane includes features of the software on a device plus the 
confi guration and state of that software. Primary examples are logical network addresses, such 
as Internet Protocol (IP) addresses. Although an IP address itself does not contain location 
information, the nature of IP networks and knowledge of address range assignments often make 
it possible to determine geographic location or ownership [13]. Other confi guration items, such 
as time zone or language settings, may also help to infer a device’s location. 
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Logical control features may also facilitate identifying the function of a device. The operating 
system and application software present, the confi guration and state of the software and the data 
fi les, log fi les and other content stored on a device may differentiate devices having common 
hardware but serving different functions. Similarly, the programming of an industrial control 
system can provide useful information about the function of the system and possibly indicate 
its location and ownership. 

Cyber Persona Plane. Cyber personas are identities in the cyber domain. These features are 
useful in determining the ownership, affi liation and users of a device. Physical personas and 
cyber personas often exist in one-to-many or many-to-many relationships. A person may have 
multiple cyber personas while a single cyber persona may in fact represent multiple, loosely 
related persons. An example of the latter case is the group ‘Anonymous’ [14]. 
 
The primary cyber persona control features are the user accounts on a device. These may 
include accounts for local and remote systems plus network services such as electronic mail.  
Cyber persona control features also include digital certifi cates, software license registration 
entries and stored biometric data. It may even be possible to capture images and audio from 
embedded cameras and microphones to defi nitively identify the user of a device.

Supervisory Plane. The supervisory plane contains the command and control features available 
to start, stop and redirect a cyber weapon or operation. This includes features related to human-
in-the-loop command and control of targeting and effects during the operation. It also includes 
predefi ned trigger events for starting, stopping or changing some aspect of an operation and 
controls on the ability of cyber weapons to propagate autonomously.

This plane also includes temporal specifi cations for the timing and duration of effects. These 
may be specifi c start and stop times for operations or a duration limit for effects initiated in 
response to a trigger event. 

C. Methodology for Enumeration and Analysis
Using the framework of effects, target attributes and control features presented above, we may 
now determine if a given cyber weapon or operation complies with jus in bello principles. 
This methodology involves considering the probable consequences of the operation against its 
precision in targeting and control.

First, we enumerate the likely primary, secondary and indirect effects of the cyber weapon or 
operation, along with the degree of persistence for each, on an effects tableau. In particular, any 
signifi cant potential to cause death, bodily injury or destruction of property must be examined. 
Table I depicts an effects tableau with example entries.

After we have enumerated the likely effects of the cyber weapon or operation, we must examine 
its control features. This evaluation facilitates the military commander’s determination if a 
planned operation complies with jus in bello principles. Alternatively, such analysis could 
be used during development to identify control features needed to ensure the cyber weapon 
produced is suffi ciently precise to avoid unintended targets and limit collateral damage. We 
enumerate the control features of the cyber weapon or operation on a targeting and control 
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tableau, listing each control feature by its plane and the targeting attribute to which it pertains. 
Table II depicts a targeting and control tableau with example entries.  

We now analyze the enumerated effects and control features. The goal is to determine if 
the cyber weapon or operation has suffi cient control in terms of Geography, Function and 
Persona so that its effects are in accordance with the jus in bello principles of Discrimination, 
Distinction, and Proportionality. Considerations of proportionality in a cyber operation should 
compare with those for kinetic operations. If we would reject some possible collateral damage 
from a bomb or other kinetic effect, we should reject the same possibility if posed by the cyber 
operation. Conversely, risks of collateral damage found acceptable for kinetic operations should 
be similarly acceptable from cyber operations.  

If we fi nd the operation complies with the jus in bello principles for all its anticipated effects, 
the operation may lawfully proceed. On the other hand, if we identify noncompliance for one 
or more effects, it may be possible to modify the control measures to bring the operation into 
full compliance. Alternatively, it may be necessary to defer operations against a given target 
until tools and techniques offering suffi cient control for their effects are developed or procured. 
Finally, we may conclude that a given combination of cyber weapon or operation and target 
do not comply with jus in bello principles and that we should consider other alternatives for 
achieving the military objective.

4. APPLICATION OF THE METHODOLOGY

To further illustrate our methodology, we apply it to W32.Stuxnet, software widely considered 
to be a cyber weapon. Stuxnet appears to be the best publicly-disclosed example of a potential 
cyber weapon, with detailed technical analysis readily available [15]. Multiple authors allege 
that Stuxnet was part of a cyber operation conducted by a state-level actor with the objective 
of sabotaging Iran’s uranium enrichment program. [16-18] Although uncertainty remains about 
the origin and purpose of Stuxnet, we will assume here that the cyber attack explanation is 
correct.  

We leave to others the question of the lawfulness this operation under jus ad bellum. Questions 
that remain are then: did an attack using Stuxnet constitute lawful armed confl ict? Did this 
cyber weapon include suffi cient precision and control of its effects to comply with the jus in 
bello principles of discrimination, distinction and proportionality?  

A. Enumeration of Effects
First, we enumerate the likely effects of the operation. Stuxnet exploited multiple vulnerabilities 
in Windows operating systems to propagate, specifi cally targeting systems running the Siemens 
WinCC and SIMATIC Step 7 industrial control system (ICS) software used to manage 
programmable logic controller (PLC) devices. [15] Stuxnet’s primary effect was to alter the 
operation of certain models of frequency controller, causing them to run the attached device 
at a very high speed and suddenly bring it to a near stop. This would be likely to damage or 
destroy devices such as high-speed centrifuges. Altering the intended operation of the frequency 
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controllers would also have the potential secondary effect of degrading the industrial process 
controlled. Such manipulation would signifi cantly reduce the yield for a sensitive process such 
as uranium enrichment. [19]

As secondary effects, Stuxnet replaced or altered components of the WinCC and SIMATIC Step 
7 software. Although Stuxnet implanted itself on Windows systems, it had no signifi cant effects 
on those systems unrelated to gaining access to the target PLCs. Stuxnet also altered frequency 
converter activity data returned to management systems, ostensibly to mask indications of the 
primary effects.  Table I depicts the effects tableau for Stuxnet. 

We infer indirect effects for this operation since these are not coded in Stuxnet. Successful 
sabotage of the production process could result in a loss of confi dence in the reliability of 
hardware, software and management processes, at least temporarily. A more permanent indirect 
effect is the possible loss of skilled personnel blamed for production losses or failing to prevent 
the attack. 

TABLE I. EFFECTS TABLEAU FOR STUXNET

B. Enumeration of Target Attributes and Control Features
We must now consider the target attributes and enumerate Stuxnet’s control features. As stated 
above, we accept the hypothesis that the target of Stuxnet was Iranian uranium fuel enrichment 
facilities. More specifi cally, the target devices were the industrial control systems and IR-1 
centrifuges employed in the uranium enrichment process [20]. What, then, were the attributes 
of this target? 

Geography: the target was known to be located in Iran. Forensic analysis indicated that the 
initial infections occurred in fi ve Iranian networks, probably from direct connection of portable 
storage devices [15].

Function: The target devices were industrial control systems carrying out the uranium 
enrichment process. This required the presence of distinctive controller hardware confi gurations 
and specifi c software to manage and monitor the process. Additionally, the process would 

Persistence

Effect Class

Primary

Secondary

Indirect

Permanent

Damage or destroy 
certain high-speed 
industrial devices 

Sabotage industrial 
process dependent upon 
precise frequency 
controller operation

Dismissal or criminal 
sanctions against 
management and staff 

Temporary

Affect Windows 
system integrity. Alter 
components of 
WinCC and Step 7

Loss of confidence in 
hardware, software or 
procedures

Transient

Alter operation of 
certain frequency 
controllers

Deceive management 
systems by altering 
feedback from 
frequency converters
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involve behavior, such as high rotational speeds for extended periods of time, differentiating it 
from more mundane functions. 

Persona: the targets were owned and operated by Iranian government entities.

Stuxnet contained multiple features apparently designed to limit its effects to the intended 
targets. It is likely this was done as much for stealth as to control collateral damage; nonetheless, 
the controls were included. The most signifi cant control features are related to the target’s 
function and fall within the physical and logical planes. This is understandable since the 
function of the target in this case is signifi cant and provides more specifi city than geography or 
persona attributes. Stuxnet checks for specifi c ICS software, hardware and mode of operation 
before delivering its effects. Stuxnet also includes control features on the supervisory plane that 
provide some limits on propagation and basic command and control capability [15]. Table II 
depicts the targeting and control tableau.

TABLE II. TARGETING AND CONTROL TABLEAU FOR STUXNET

C. Analysis
After enumerating Stuxnet’s effects and control features, we analyze these to determine if it 
complies with the principles of discrimination, distinction and proportionality.

1. Discrimination and Distinction
Although Stuxnet’s propagation methods appear to be rather indiscriminant and lack 
distinction, its delivery of effects is neither indiscriminant nor lacking in distinction. Stuxnet 
sought to spread onto a wide range of Windows-based systems, presumably to increase the 
probability of reaching targets on closed networks. While the supervisory plane control features 

Target Attribute

Plane     

Physical

Logical

Cyber persona

Supervisory

Geography

Initial launch via 
external storage 
devices 
connected to 
five Iranian 
networks 

N/A

N/A

N/A

Function

• Hardware: check for a Siemens PLC, type 6ES7-315-2, using 
a Profibus communications processor module CP 342-5
• Configuration: The PLC must be connected to at least 33 
frequency controllers manufactured by either Fararo Paya 
(Iran) or Vacon (Finland)

• Software selectivity: Infect only Simatic manager 
(s7tgtopx.exe) and WinCC project manager 
(CCProjectMgr.exe) on Win32
• ICS operation: trigger primary effects only if specific 
operating pattern is observed. (Must operate at  807 Hz to 
1210 Hz for 12.8 days, initially)

N/A

• Copy limit: after three copies from an external storage 
device, delete
• Temporal: cease propagation if system clock is greater  than 
date in configuration file (June 24, 2012)
• Command and Control Server: upon activation on a new 
host, contact a command and control server 
(www.mypremierfutbol.com, www.todaysfutbol.com) via HTTP, 
[provides the opportunity track propagation and to modify or 
disable the software]

Persona

N/A

N/A

N/A

N/A
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provided some limits on the time frame and rate of propagation, Stuxnet was almost certain 
to propagate onto non-target systems, as was seen in its spread within Iran and beyond [15]. 
However, Stuxnet appeared to have only temporary, secondary effects on systems without the 
Siemens ICS software, taking no action beyond attempting to propagate. Conversely, Stuxnet’s 
primary effects were applied with discrimination and distinction. The control features on the 
physical and logical planes limited delivery of primary effects to the specifi c combinations of 
ICS hardware and software suspected to be in use at the target facility and only these devices 
were functioning in a manner consistent with operating centrifuges for uranium enrichment. 
This combination of controls enabled Stuxnet to distinguish between targets and kept it from 
acting as an ‘indiscriminant weapon.’

2. Proportionality
The possible collateral damage from Stuxnet’s effects was in compliance with the principle 
of proportionality. Stuxnet was apparently designed to minimize collateral damage. Stuxnet 
affected only systems running ICS software with only those operating in very specifi c ways 
triggering the primary effects. Although there was a possibility of collateral damage to 
untargeted uranium enrichment facilities, the risk appears to be acceptable for the intended 
military objective. 

As stated previously, we leave for others the question of the legitimacy of resorting to armed 
force to disrupt Iran’s uranium enrichment operations. However, within the context of armed 
confl ict, Stuxnet appears to have incorporated suffi cient controls and targeting precision to 
represent a lawful application of force against this military objective.  

5.  CONCLUSION

It is apparent that operations in the cyber domain will grow in frequency and potential for 
collateral damage. Many questions remain regarding the legal issues of operations in the cyber 
domain and how to conduct these operations in a lawful manner. This paper has introduced a 
methodology for examining the targeting and control of cyber weapons and operations with 
respect to lawful armed confl ict. This work is a step toward defi ning a common framework 
in which policy makers and personnel from the technical and legal disciplines examine these 
questions. Experience will no doubt enhance our understanding of this problem. It should also 
lead to better quantifi cation of targets, effects and controls along with more formal processes 
for evaluation. Finally, the body of international law pertaining to armed confl ict may expand 
to address questions of cyber weapons and operations.
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Command and Control of 
Cyber Weapons

Abstract: With the development of autonomous malware and autonomous anti-malware, 
command and control of cyber weapons is becoming an important part of cyber defence. In the 
present paper we discuss the dangers of deploying and controlling intelligent cyber weapons 
in a unifi ed setting, considering these weapons as intelligent agents. Command and control 
of intelligent agents causes new threats that are diffi cult to avoid due to the complexity of 
behaviour of agents. Situation awareness of agents must be improved and verifi ed, or at least 
carefully tested with respect to safety of their behaviour. Several possible dangerous behaviours 
of cyber weapons are discussed in the talk: misunderstanding of a situation, misinterpretation 
of commands, and loss of contact and formation of unwanted coalitions. A specifi c threat is the 
formation of unwanted coalitions by proactive weapons. This can happen if they get too much 
autonomy in decision making. A scenario of insubordination of agents is presented, considering 
a longer time perspective. General conclusions are the following: the more intelligent software 
becomes the more diffi cult it will be to control it; when designing and developing new 
cyber weapons, one has to guarantee the appropriate control over these weapons under any 
circumstances. It is practically impossible to use formal methods for verifying the safety of 
intelligent cyber weapons for their users. Setting strict constraints on the behaviour of cyber 
weapons and their careful testing are necessary.

Keywords: command and control, intelligent cyber weapons, situation awareness, autonomous 
agents, proactiveness and adaptability in cyber defence

1. INTRODUCTION

Command and control (C2) is a key aspect of any military activity, and according to a common 
understanding it concerns only human actors. With the development of autonomous malware 
and autonomous anti-malware, command and control of cyber weapons is becoming an 
important part of cyber defence. This is especially true for intelligent cyber weapons that can 
make decisions and autonomously plan actions. Hence, command and control must be extended 
to autonomous cyber weapons. An existing command and control application of this kind is 
known for botnets. However, it is still a simple case, because the botnets of today still have a 
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rather straightforward and simple way of operation. However, the situation changes when bots 
become more intelligent and get more freedom of action. Already in the foreseeable future we 
can expect much more proactive and intelligent cyber weapons both for offence and defence. 
One can classify them as intelligent agents and apply respective command and control. Special 
attention has to be paid to the cooperative behaviour of agents. In the long run, there exists the 
danger that intelligent agents may become too independent and they will perform unexpected 
and unwanted (harmful) actions. Avoiding this requires at least thorough verifi cation of the 
possible behaviours of intelligent cyber weapons, and this is not a trivial task. For instance, 
on the phenomenological level one can easily postulate Asimov’s laws of robotics, but to 
implement these laws requires more effort than one may expect. 

A report from research fi rm Visiongain predicts that by the end of this year the cyber warfare 
market will be worth about sixteen billion dollars, as governments around the world invest 
further resources, creating new systems and protective measures to combat cyber criminals and 
hostile state hackers [1]. The Japanese newspaper Yomiuri Shimbun reported that the Defence 
Ministry’s Technical Research and Development Institute began developing the anti-viral virus 
in 2008. Japan has reportedly requested for $2.3 million from Fujitsu to build a self-replicating 
assassin squad – a computer virus it can set loose in the network to track down and eliminate 
other viruses [2].  

These are just examples, demonstrating that malicious software and cyber weapons are not 
only spreading, they are also becoming more sophisticated, independent and intelligent. In the 
present paper, we are analysing the possible consequences of deployment of powerful cyber 
weapons, in particular, the possibility of preserving control over these weapons. With the 
development of autonomous malware and autonomous anti-malware, command and control of 
cyber weapons is becoming an important part of cyber defence.

We compare, fi rst, command and control as it has been understood in the context of military 
operations from one side, and in automatic cyber operations from the other side (Section 
2). Then we introduce a generic concept of agent as an intelligent software component with 
proactivity (Section 3). We make some predictions about the further development of agents 
in cyber space, and describe their advanced features: beliefs-desires-intentions and refl ection 
(Sections 4). We discuss threats of C2 of agents in Sections 5 and 6. Finally, we present a 
rather extreme scenario that may follow from the development of intelligence in agents. These 
scenarios may not become true, but are still possible in principle (Sections 7).  

2. TWO FACES OF COMMAND AND COTROL

The magic words ‘Network Centric Operations and Network Centric Warfare’ point to the 
changed role of command and control in military operations. The changes concern, fi rst of all, 
the speed of decision making and communication, but also the increased amount of information 
available for C2.  A conceptual model of C2 is shown in Figure 1. The main control loop is as 
in control theory: control → behaviours → effects → situation information and back to control. 
The situation information is collected in classical control by sensors and is usually just a set of 
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values of variables. One cannot expect that this is the same in the present model. Understanding 
a situation in the context of military actions may be a very complex intellectual problem. The 
command and control actions are tightly bound by two-way communication links in this model. 

FIGURE 1. CONCEPTUAL MODEL OF COMMAND AND CONTROL

An essential role in this model belongs to human factors as the list of C2 activities given in [3] 
shows:  

• Establishing intent 
• Determining roles, responsibilities, and relationships
• Establishing rules and constraints
• Monitoring and assessing the situation and progress 
• Inspiring, motivating, and engendering trust
• Training and education 
• Provisioning.

In cyber warfare, some command and control has been passed over to automatically operating 
entities – agents, command and control servers of botnets etc. – and this tendency is increasing. A 
good analogy can be found in air combat, where most actions are already performed completely 
automatically, and predictions for the next decade promise wide usage of artifi cial intelligence 
in the command and control loop. This increases the role of cognitive methods in situation 
awareness and situation management [4]. Changes are well visible in cooperative situation 
awareness of agents and humans. A crucial property is the speed of automatic C2 decision 
making. We will discuss these aspects in Section 5, dedicated to the threats of command and 
control of agents.

Let us look at the command and control in a case report of the Golden Cash botnet developed 
in 2008 and uncovered in 2009 [5]: “A user visits a legitimate, but compromised website which 
contains malicious Iframe. This Iframe causes the victim’s browser to pull the exploit code 
from a server armed with the exploit toolkit. Upon successful exploitation, a special build of 
a Trojan, created for the attacker, is being pulled from Golden Cash server. Once installed, the 
Trojan reports back to the Golden Cash server and the attacker’s account at Golden Cash is 
credited with currency. The fi rst instruction sent by Golden Cash to the victim’s machine, is to 
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effectsbehaviorscontrol
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install an FTP-grabber (to steal FTP-credentials) ... The victim’s machine is now in a pool of 
infected machines controlled by Golden Cash and being auctioned to other criminals, using a 
different website for buyers ... The botnet’s command and control server uses another website 
as a proxy that tunnels the bots communication to and from the C&C server. By applying this 
technique the C&C server remained ‘protected’ and undetected by security vendors for a longer 
time.” Looking at the Golden Cash case, one can notice the following:

• automatic pay-per-install (including automatic pricing depending on the location of 
a buyer that varies from 5 USD to 100 USD per 1000 bots);

• automatic reuse of bots;
• information fl ow in two directions (from and to controller) to support the features 

above;
• usage of sophisticated malware products – Zeus and Zalupko Trojans;
• bots use FTP grabber to steal FTP credentials; 
• using a proxy website by the C2 server. 

The case of Golden Cash is over three years old. Considering threat predictions for 2012, we 
can see that the same botnet trade features are still dominating. Changes are in the architecture 
of botnets. Instead of a single centralised C2 server, peer-to-peer or hierarchical control is 
used. This requires more intelligent software and complex cooperation. Up-to-date information 
about botnet C2 servers can be found on the webpage of the Malware Threat Center of SRI 
International [6]. 

Botnets are used also on the defence side. A precedent has been created by the takedown of the 
Corefl ood botnet in 2011 [7]. This takedown was authorised by the US DoJ and was performed 
by Internet Systems Consortium, Inc. (ISC) in cooperation with the FBI. It also demonstrates 
how simple it can be to change the side for C2 servers. The Corefl ood servers were forced 
to talk to the FBI software, and shutdown commands were sent to infected computers. This 
required a Temporary Restraining Order (TRO) from a court.

3.  AGENTS IN CYBER SPACE

The fi rst ideas of organising software in the form of agents can be found in the actor model 
proposed by Carl Hewitt as a model of concurrent computations in the seventies [8]. This 
model has infl uenced even the development of object oriented languages. Today’s agents can 
be considered, in essence, as well-developed objects that possess some features of intelligent 
behaviour. 

Agents must have at least proactivity, the ability to communicate, and reactivity – the ability to 
make some decisions and to act. In software practice of today, agents are usually implemented 
on some special agent-based computing platform (cf. object-oriented software platforms). 
This simplifi es the development and usage of agents, but it is not a necessary requirement. In 
the present paper we consider cyber space as an environment for agents, and we use a loose 
defi nition of agents as objects with the properties listed above. This is justifi ed by the existing 
examples of malicious software that have agents’ properties and move around in cyber space. 
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Cyber space requires some robustness and adaptability from agents, i.e. the ability to observe 
the environment and to use its features (protocols, operating system tables etc.). This is what 
characterises the advanced malware, and it is predictable that development will continue in this 
direction.  

Probably the most sophisticated malware examples today that have agent properties are Stuxnet 
and Duqu [9]. They are very intelligent programmes (actually, a set of programmes) that analyse 
the environment in order to select a target, plan actions, are proactive and behave depending 
on time. Stuxnet consists of two parts: a delivery part that very selectively infects the control 
software, and a payload which is an intelligent and stealthy attacker of a special type of Siemens 
controllers. These parts can be considered as two autonomous agents.

On the other side, using intelligent agents in defence has been described in [10], where 
simulation shows that cooperating agents can effectively defend against DDoS attacks. After 
solving some legal [11] and also commercial problems, it should be possible, in principle, to 
develop a ‘cyber police’ consisting of mobile intelligent agents. This will require implementation 
of infrastructure for supporting the cyber agents’ mobility and communication, but must be 
inaccessible for adversaries. This will require cooperation with ISPs. Multi-agent tools can 
provide a more complete operational picture of cyber space, for instance, a hybrid multi-agent 
and neural network-based intrusion detection method has been proposed [12]. Agent-based 
distributed intrusion detection is described in [13].

4. ADVANCED AGENT PROPERTIES

We have to look at some agents’ features in order to be able to analyse the consequences 
of using agents as weapons (or as automatic warriors). These properties are refl ection and 
beliefs-desires-intentions (BDI) – a combination of features that enable the agents to operate 
autonomously in a goal-oriented way. These are anthropomorphic features, and we must bear 
in mind that we should not apply any laws of human behaviour automatically to agents when 
considering these features.  

A. Refl ection
Refl ection is the ability to perceive an agent’s own state in the overall situation where an 
agent operates and to behave according to this perception, i.e. to use this for action planning. 
Refl ection had already been introduced for objects in the eighties [14]. One can distinguish 
procedural refl ection and declarative refl ection. The fi rst is implemented by programmes that 
have access to data describing the agent’s/ object’s state and, depending on the data, can change 
the functioning or even the programme of an agent or object (its behaviour in a more general 
setting).

Declarative refl ection is the usage of models of environment and self for action planning [15]. 
Let us explain it in more detail. First, an agent must have a model that describes the current 
situation where the agent operates. It is important that this model includes as a part a model of 
the agent itself (this is the basis for a kind of consciousness that can appear in agents). Second, 
the agent must have a goal (or goals) presented by some data. Third, the agent must be able, 
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using these models, to plan its future actions for achieving the goals. In general, planning is a 
very challenging task. It can be simplifi ed, when specifi c properties of the environment can be 
considered.

B. BDI and Emotions
The triplet of features belief-desire-intention got attention in psychology not too long ago, at the 
end of the last century, after M. Bratman presented his theory of human practical reasoning [16]. 
It also immediately got the attention of computer scientists for the programming of intelligent 
agents [17]. A project of the application of BDI in cyber defence has been described in [18].

The idea of BDI is to separate situation awareness from planning and execution of plans. The 
situation awareness is presented as beliefs – an agent ‘believes’ that the situation is as the agent 
‘sees’ it. The desires represent a motivational state of an agent; they express the situations that 
an agent would like to achieve. Goals appear as a result of the analysis of the difference between 
the situation and the desired situation. Intentions appear as the goals that an agent decides to 
actively pursue. When a goal has been selected, a respective plan has to be obtained. This can 
be selected from a library of plans or it can be synthesised on the basis of existing information 
(beliefs). We present here an anthropomorphic explanation of BDI. Its software implementation 
is rather straightforward, using knowledge-based software technology. The most complicated 
part is planning. In the case of declarative refl ection, plans are developed on the situation 
models. An example of planning for declarative refl ection support is described in [15]. 

The steps from beliefs to desires and from desires to intentions depend on the emotional state 
of an individual or agent. We have not yet agreed on the presentation of emotions in agents. At 
present, we can speak about priorities instead of emotions. Handling priorities in computers is 
a common and well understood task. 

One can expect that in the future a mechanism will be developed for controlling priorities that 
can be compared to emotions in human beings. The simplest model of emotions is as follows. 
Let us have a collection of priorities p1, p2, ..., pn that can control decision making in an agent: 
selection of goals, immediate reactions of an agent, interpretation of inputs etc. The number 
of priorities is large. Let us divide priorities into groups e1, e2, ..., ek  in such a way that the 
priorities of one and the same group depend on a state s of the agent in a similar way. The 
number of groups is much less than the number of priorities: k << n. One can say that each 
group is controlled by an emotion. Thus we can defi ne a small number of functions,  f1(s), f2(s), 
..., fk(s), for calculating a large number of priorities (a function fi controls/ calculates priorities 
of the group ei). This model can be extended by adding interactions between the groups. 

5. THREATS OF AGENT COMMAND AND CONTROL

The agents have to be controlled by stating the most general goals and by giving some initial 
commands. Specifi c goals and a detailed action plan will be developed by agents themselves. 
However, the general command and control model shown in Figure 1 also applies to agents. It 
has links between its components responsible for command, control, behaviour and situation 
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awareness. In principle, any of these links can be attacked by an adversary. For instance, if it 
is true that the US RQ-170 Sentinel drone was captured by Iran [19], then this was obviously 
caused by an attack on the command and control system of the drone. It is argued that this was 
possibly done by the disturbance in the link between effects and situation information – wrong 
GPS data were passed to the control system of a drone.

The command and control of intelligent agents differs from C2 of botnets of today, because the 
agents have some independence. This makes their behaviour more diffi cult to predict, and this 
is a source of threats that can be:
 

• misinterpretation of commands;
• misunderstanding of a situation;
• unexpected emotions.

Misinterpretation of commands may be the most common threat, but it is also the easiest to 
avoid in principle. The threat appears if the language of C2, a communication protocol in the 
simplest case, is not suffi ciently verifi ed. Computer science supports verifi cation of protocols, 
but it is still a complicated task. If an agent communication language is used which is more 
complicated than messages of a fi xed format, then semantic problems of understanding appear. 
The language should be kept as simple as possible.

Misunderstanding of a situation can lead to wrong decisions at planning and execution stages. 
It is a threat that is diffi cult to avoid, because an agent operates in an environment that is 
complex or even unknown for the designers of the agent. The environment is cyber space, 
and it is complex with many different operating systems, software platforms, protocols etc. 
An obvious thing to do is to restrict the environment as much as possible by permitting the 
agent to operate only on known platforms. Situation awareness of agents must be improved and 
verifi ed, or at least carefully tested with respect to the safety of their behaviour. A new trend is 
to apply artifi cial intelligence and cognitive methods in situation awareness [20]. This permits 
fusion of human and computer situation awareness and supports real time [21] and automatic 

[22] decision making. 

The agents do not have emotions today, but they have to set priorities in order to be able to plan 
actions in a reasonable way – performing urgent and important actions fi rst. A simple example 
of a mistake is setting a wrong priority on the basis of a false alarm. An analogy of a human 
activity is when someone fears that a threat exists and behaves in panic. It is a complex task 
to foresee all possible combinations that can appear in selecting priorities on the basis of the 
situation analysis. 

6. MULTI-AGENT THREATS

Agents in cyber operations and cyber defence can be used most effi ciently in multi-agent 
formations. Botnets could be an example, if bots are developed as agents. However, the control 
in botnets has still remained quite simple. Some cases of multi-agent defence are also available 
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from the literature [23,24]. One can expect that multi-agent systems will become the main 
form of agent application in cyber operations. In this case, agents will negotiate between 
themselves and will cooperatively create a complex behaviour for achieving the general goals 
stated by a commander.  As a consequence, the strict control of behaviour of every single 
agent will be weaker. Also, it will be more diffi cult to foresee all possible cases for decision 
making. Practically, it will be impossible to verify the outcome of multi-agent behaviour for all 
situations. It is possible that backdoors and forced destruction will have to be built into agents. 
Multicast control messages will be needed for emergency cases of the agent control. Another 
option could be self-destruction of agents if loss of contact occurs, i.e. if for some time no 
command and control messages are received. 
 
A specifi c threat of multi-agent systems is the formation of unwanted coalitions by agents. This 
can happen if agents get too much autonomy in decision making. Communication between 
the agents will be only partially observable to human controllers in this case. This will require 
very careful selection of constraints on the behaviour of agents. Here is the right place to 
remind of Asimov’s laws for robots. This kind of law could improve the safety of multi-agent 
systems. However, there will never be an absolute guarantee of avoiding a misunderstanding of 
a situation by a team of agents. Also, a danger remains that a collection of agents may behave 
unintentionally in a harmful way. This is analysed in [25] and some possible, although not very 
probable, scenarios are described there. The next section presents one of these scenarios in a 
slightly modifi ed way. This example should serve as a warning against neglecting the security 
of C2 of agents.

7. A SCARY SCENARIO

The year is 2030. Soon after the fi rst attack, the Stuxnet malware was used in attacks on other 
systems developed by Siemens. It occurred to be a weapon applicable to various supervisory 
control and data acquisition (SCADA) systems, as soon as a system’s design is known. Its 
intelligence was developed further with the aim of autonomously penetrating target systems. Its 
payload was adjusted to the target each time before launching.

Different cyber weapons were developed for performing different autonomous attacks.  All 
these programmes can be called agents. They are quite autonomous, use BDI and declarative 
refl ection, and can operate independently in an unfriendly environment. 

As a consequence, botnets – the centrally controllable sets of passive programmes have evolved 
into armies of quite intelligent artifi cial fi ghters commanded in a net-centric way.

The intelligent malware caused much harm to the infrastructure of countries until multi-agent 
systems were also built for the defence. The defending agents were supported by advanced multi-
agent platforms that gave them considerable advantage (in particular, good communication) 
compared with the attacking agents who had to operate in an unfriendly environment in a 
stealthy way. In order to further improve the capabilities of the defending agents, their autonomy 
was extended and their BDI system was developed more than ever before. This gave them an 
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excellent ability to plan their actions and even to set up new goals. This was very convenient 
for most of the users, and the general security awareness of people decreased to some extent.

The year is 2045. It was a bad idea to use too many agents with BDI. The danger was not so 
much in the intelligence of the weapons as in their willingness (and ability) to pursue their own 
goals. It became diffi cult to control very intelligent agents who had consciousness, priorities 
controlled by something similar to emotions, and who had their own desires. 

A cyber confl ict occurred between the agents that was initiated by the agents themselves. The 
country of the defending agents was immediately known, but the attacking agents seemed to 
belong to several different countries. It looked like there was a coalition of attacking agents 
from several countries. A lot of diplomacy was needed to clarify the case. A danger remains that 
agents may build hostile coalitions. 

8. CONCLUDING REMARKS

The scenario presented above assumes the development of intelligent cyber weapons that 
are diffi cult to control. This is, in principle, a possible scenario. It is not based on any idea 
of artifi cial general intelligence (AGI) considered by the Singularity Institute for Artifi cial 
Intelligence in Palo Alto [26]. The AGI is based on an assumption that unsupervised learning 
capabilities of programmes will lead to an explosive growth in knowledge and intelligence of 
computers. Although possible in principle, and applied in data mining and parametric learning, 
the unsupervised learning has not developed to be applicable in learning on the conceptual level 
needed for understanding the world in general, and there are no signs of this possibility for the 
foreseeable future.  

We have used the concept of agent for denoting a variety of cyber weapons of the future. This 
concept is used to denote just a set of features that provide autonomy, mobility and proactivity 
to the software under consideration. This has enabled us to analyse command and control of 
new cyber weapons in a unifi ed setting, ignoring details of specifi c weapons. We have discussed 
the threats that are caused by agents, and we have made some unconventional predictions, 
assuming that the development of the cyber weapons will continue with acceleration. The 
future may not be as predicted here, but there is still good reason to be aware of the dangers 
described in the last sections of the paper.

We can point out some general conclusions. First of all, the more intelligent software becomes 
the more diffi cult it will be to control it. When designing and developing new cyber weapons, 
one has to be very cautious about guaranteeing the appropriate control over the weapons under 
any circumstances. It is practically impossible to use formal methods for verifying the safety of 
intelligent cyber weapons for their users. The global risks of wide implementation of artifi cial 
intelligence are analysed in [26]. 

One possible way to increase the safety seems to be imposing strict constraints on the behaviour 
of agents. This will be the analogy of the introduction of Asimov’s laws on agents. However, 
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it will be still impossible to verify the correctness of behaviour of agents with respect to these 
constraints. 
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Case Study of 
the Miner Botnet

Abstract: Malware and botnets are one of the most serious threats to today’s Internet security. 
In this paper, we characterise the so-called “Miner Botnet”. It received major media attention 
after massive distributed denial of service attacks against a wide range of German and Russian 
websites, mainly during August and September 2011. We use our insights on this botnet to 
outline current botnet-related money-making concepts and to show that multiple activities of 
this botnet are actually centred on the virtual anonymised currency Bitcoin, thus justifying the 
name.
Furthermore, we provide a binary-level analysis of the malware’s design and components to 
illustrate the modularity of the previously mentioned concepts. We give an overview of the 
structure of the command-and-control protocol as well as of the botnet’s architecture. Both 
centralised as well as distributed infrastructure aspects realised through peer-to-peer are present 
to run the botnet, the latter for increasing its resiliency. Finally, we provide the results of our 
ongoing tracking efforts that started in September 2011, focusing on the development of the 
botnet’s size and geographic distribution. In addition we point out the challenge that is generally 
connected with size measurements of botnets due to the reachability of individual nodes and the 
persistence of IP addresses over time.

Keywords: miner botnet, botnet analysis, cybercrime

1. INTRODUCTION

Malicious software (short: malware) is the key enabler for digital crime and thus poses a serious 
threat to the modern society. One of its many uses is the creation of botnets. These networks 
of compromised computers (bots) are controlled by a third party (botmasters) and provide a 
fl exible toolset for various illegal activities, promising remarkable fi nancial gain with a low 
risk of being caught. Examples for activities are the massive sending of unsolicited messages 
(SPAM), distributed denial of service (DDoS) attacks, or the automated extraction of sensible 
credentials such as account login information or banking details.

One of the most recent botnet cases is the so-called “Miner botnet”, named after its capabilities 
of mining Bitcoins. It received major media attention after carrying out massive DDoS attacks 
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against German websites (a detailed list is publicly available at [1]).
In this paper, we provide a comprehensive analysis of the “Miner botnet”. Our contributions 
are the following:

• We analyse design and development aspects of a botnet on a technical level, covering 
individual binaries, the command & control (C&C) protocol, and its infrastructure.

• We present the results of our botnet tracking efforts since September 2011 and 
provide a statistical evaluation of the collected data set.

• We motivate current developments of botnet monetisation practices with one of the 
fi rst specimens using the computational power of infected systems for direct profi t 
generation. 

The remainder of the paper is structured as follows. Section 2 covers background information 
and related work. Section 3 continues with insights on the botnet’s infrastructure and outlines 
the characteristics of this malware specimen including monetisation of different functional 
aspects. Section 4 details the results of our botnet tracking efforts and Section 5 concludes this 
paper.

2. BACKGROUND

Centralised Botnets. The concept of botnets originates from the idea of enhancing malware 
with the ability to connect back to a server upon infection. First known cases of centralised 
botnets appeared in 1998/1999 and are tied to the so-called “Global Threat Bot” (GTBot), 
the remote access toolkit SubSeven and the email worm PrettyPark [2]. When infecting the 
target computer, these specimens joined a chat room on a specifi ed Internet Relay Chat (IRC) 
server, notifi ed the botmaster about their availability, and posted information gathered to enable 
further action. Obviously, the server’s role in this centralised infrastructure is to provide C&C 
capabilities to the botmaster. The concept of using central servers evolved over the years, 
including masking of C&C servers through techniques like DNS Fast-Flux [3] and Domain 
Generation Algorithms (DGA) [4]. However, one fl aw remains to this type of architecture from 
a botmaster’s view: Shutting down all central C&C instances takes control away instantly and 
renders the botnet useless.

P2P Botnets. In order to overcome the drawback of depending on central components, 
experiments with peer-to-peer (P2P) mechanisms in malware date back as far as 2002 to the 
Slapper Worm [5]. The advantage of this technology is that the C&C channel is embedded into 
the botnet architecture, thus signifi cantly contributing to resiliency against countermeasures 
when used correctly. A game-changing event was the appearance of the Nugache Worm, fi rst 
detected in 2005 and considered to be responsible for the creation of one of the fi rst botnets with 
a successfully distributed C&C infrastructure, based on a P2P protocol [6]. Since then, other 
P2P botnets have been observed and analysed. Detailed case studies have been performed e.g. 
for Storm [7], Waledac [8], and Confi cker [9]. 

Bitcoin. Cybercriminals are constantly exploring new ways to generate profi t from their 
botnets. Therefore, it was only a matter of time until bots were abused for generating Bitcoins 
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(BTC), an experimental digital currency scheme that was published in 2009 [10]. Bitcoins are 
calculated within a P2P network of competing nodes that iteratively perform SHA256 hashing 
operations towards certain target hashes. The fi rst node to calculate an output hash based on 
certain input parameters that is below the target hash can claim a fi xed amount of Bitcoins for 
its solution. The repeated hashing serves as a proof of work among competitors, who frequently 
join forces in so-called mining pools. Transactions of Bitcoins are cryptographically secured 
by a public-key infrastructure and the history of transactions is embedded into the calculations. 
While anonymity of transactions was not a design goal, techniques exist to aggravate tracing 
the fl ow of money. Bitcoins appeal to botmasters because they provide a way to immediately 
exploit the computational power of the compromised machines for fi nancial gain. Bitcoins can 
be traded against hard currencies like USD or EUR on special trading platforms.

3. THE MINER BOTNET

In this section we present the characteristics of the Miner botnet. First, we provide chronological 
context of the operation of the Miner botnet. Next, we outline the development methodology 
used by the malware authors. We then focus our analysis on the set of executables specifi ed by 
the botnet version number 1999. This version was the most recent on September 12, 2011 when 
we started our activities. The analysis is split by functionality aspects; for each we motivate the 
monetisation connected to it, namely: 

• Pay-per-install (PPI) service for third parties
• Bitcoin mining
• Extortion via DDoS attacks
• Theft of social network identities

A. Timeline of Events
We were able to identify activities related to Miner back as far as December 20, 2010. On this 
day, a URL that can be linked to the botnet because of identical fi lenames was listed for the fi rst 
time in the Abuse.ch Malware Database (AMaDa) [11]. Continuing our research, we concluded 
that at the beginning of this botnet, the malware was exclusively deployed and controlled via 
central servers using domain names of the following pattern: “<word>-<number>.ru”, where 
<word> is a string e.g. “baza”, “golos”, “vn” and <number> an arbitrary number with two 
or three digits. Further related entries in AMaDa and investigation of binaries extracted from 
the botnet indicate it was mainly used for pay-per-install of adware and FakeAV in the fi rst 
quarter of 2011. Beginning in March 2011, we found the distribution of a module for blocking 
access to the Russian social networks VKontakte.ru and Odnoklassniki.ru. We also identifi ed 
the presence of an HTTP DDoS module since April 2011, but it is not known if the botnet 
was already used for attacks at this point. The fi rst Bitcoin mining module appeared in late 
May/ early June 2011, at a time when mining became popular and Bitcoin calculation speed 
increased dramatically [12]. All of this information was gathered by comparing MD5 hashes of 
malware samples against their initial scan date on VirusTotal and other malware identifi cation 
services available on the Internet. This type of botnet operation continued until July 2011, 
when the botnet infrastructure was migrated to a hybrid centralised/ P2P network as indicated 
in [13,14,15]. In August and September 2011, the Miner botnet carried out widespread DDoS 
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attacks against approximately 580 German websites. After September 17, 2011, only Russian 
websites have been targeted [1].

B. Botnet Topology and Command-and-Control Protocol
The topology of the Miner botnet can be divided into four tiers (Figure 1), sorted by descending 
relevance from the botmaster’s perspective. 

The top tier is represented by master C&C servers that are reachable through domain names and 
hard-coded IP addresses. These point to instances of nginx reverse proxy servers that are used 
to conceal the identity of the real C&C servers, which are operated by the botmasters and allow 
direct control and management of the botnet. Altogether, we identifi ed less than 30 defi nitions 
of these fi xed contact points. Most of them were not reachable during our investigations. 

The second tier is defi ned through IP address lists published by the master C&C servers and 
consists of trusted peers that are internally called distribution servers. These servers are used to 
gather population information from the botnet, and to manage the connectivity as well as the 
fl ow of malware updates to the underlying tiers. They authorise and distribute lists for various 
purposes to third tier nodes. The third tier consists of all bots that are reachable from the public 
Internet and thus can be used as redistribution layer. In the following, we call nodes of this layer 
P2P bots. 

The second and third tiers together form the P2P network of the Miner botnet. This network 
is primarily used as a malicious Content Delivery Network (CDN) and allows load balancing 
of binary transfers among its peers. It also serves as a backup layer for C&C in case the upper 
tiers are removed. The fourth layer consists of all remaining bots not reachable from the 
public Internet, e.g. because they reside in a private network. These bots serve as workers for 
operations like Bitcoin mining or DDoS attacks.

FIGURE 1. MINER BOTNET INFRASTRUCTURE.
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The structure of the P2P communication protocol is shared by all tiers. The port used is fi xed 
to 8080. In general, the protocol resembles HTTP GET-requests of the following structure “/
search=<command{.txt}> HTTP/1.1”. The URI path “/” and query variable “search” is static, 
while the actual command is appended as an argument. A query with the “.txt” extension serves 
as a status request and returns general information, e.g. the botnet version number or MD5 hash 
of contents to be transmitted by the actual command. For the full set of commands, see Table I. 
Answers to these requests have the structure of legitimate HTTP responses as generated by an 
nginx server, but are composed by the malware on the remote host. 

TABLE I. P2P COMMAND&CONTROL PROTOCOL

The communication protocol itself is not encrypted or obfuscated. For example, IP address lists 
are transmitted in plain text, with one quad-dotted IP address per line. The only mechanism of 
protection applied is a signature scheme for executable updates. Malware updates are delivered 
with an RSA-encrypted MD5 hash of the expected content. This is decrypted after downloading 
and checked against the actual MD5 hash calculated on the received data.
 
Besides the P2P communication, the static C&C servers and distribution servers are also 
contacted by bots on ports 80 and 62900 for submission of status reports and extracted data. 

Command

error

get_my_ip

listen_test

test_server_r

test_server

ip_list

Ip_list_2

Ip_list_3

ddos_http_list

ddos_udp_list

btc_list

txt_server_list3

soft_list

<filename>

Answer (“.txt”)

-

0|<21 times "0">

0|<21 times "0">

0|<21 times "0">

-

0| <MD5 hash>

0| <MD5 hash>

0| <MD5 hash>

0| <MD5 hash>

-

0 | <MD5 hash>

0 | <MD5 hash>

<ver> | <MD5 hash>

<ver> | <signed MD5 hash>

Answer

returns an error code for the previously executed command

returns the IP address as seen from the queried host

requests the queried host to perform a connection check 
against local port 8081 in order to determine if the victim 
computer is reachable from the outside

this command is sent by a tier 3 node to a distribution server in 
order to validate if it is reachable from the public Internet

this command is induced by receiving the test_server_r 
command and performed by a distribution server

returns the most recent IP address list for subnet 1, the 
well-connected bots

returns the most recent IP address list for subnet 2, the 
remaining bots

returns an (empty) IP address list for the subnet 3

returns a list of domain names to perform an HTTP-based 
DDoS attack against

returns a list of domain names to perform a UDP-based DDoS 
attack against

returns an IP address list for Bitcoin relay hosts

if the botnet is in fixed distribution mode, this command returns 
static download locations for the different modules

returns a list of modules, each with its botnet version number, 
protected signature, filename and type ID

returns the contents of the requested file
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C. General Characteristics
Miner’s code base can be characterised as a cluster of different malicious executables that 
are divided into modules according to their functionality. The functional groups identifi ed can 
be categorised as infrastructure/ distribution, Bitcoin-related, DDoS-related, Social network-
related, and additional utilities. The individual modules have no interdependencies. For 
example, the DDoS module can function on its own.

The dominant programming language used is Delphi version 2007. The majority of the 
malicious binaries have been developed by composing Delphi Graphical User Interfaces (GUI). 
Control elements such as memo and edit fi elds, labels, and buttons are placed on a form and 
assigned functionality, as shown in Figure 2. The overall behaviour is orchestrated by timers. 
While this approach may seem odd from a software development view, using a GUI allows 
easy live visual debugging of the modules by the malware authors. The visibility of the GUIs 
during runtime when deployed to victims is of course disabled so as not to raise immediate 
concern. The overall code base is structured into classes with different functional aspects, e.g. 
a class for nesting as a service, a class for refreshing IP address lists or a class for resolving its 
own IP address to geographical information. These classes are heavily reused among different 
modules.

FIGURE 2. A RUNTIME INVISIBLE GUI IS THE BASIS FOR FUNCTIONAL COMPOSITION OF SEVERAL 
MODULES, HERE FOR A BITCOIN MODULE (CLIENT_8.EXE). EXTRACTED WITH INTERACTIVE 
DELPHI RECONSTRUCTOR [16].

From 372 kilobytes (UDP DDoS module) to 1560 kilobytes (browser manipulation module), 
the footprint of the individual binaries is large compared with other malware. The reasons for 
the size are the mentioned graphical components and statically linked libraries. The authors 
make heavy use of third party open source products. The following libraries are present in all of 
the main modules: Internet Direct (Indy) [17] is used to implement communication interfaces 
and local web servers, Fast Giant Integers (FGInt) [18] supports implementation of a custom 
RSA signature scheme to protect malware updates, and RegExp Studio [19] allows matching of 
strings with regular expressions in various situations. 

The binaries are not protected by any scheme that would harden them against analysis. Only 



351

Ultimate Packer for eXecutables (UPX) is used in order to reduce the fi le size. The summarised 
fi le size of executables from botnet version 1999 is 17 MByte in decompressed state. 

The only known spreading vector of Miner is social engineering of users through the social 
networks Facebook and VKontakte. As described in [14,15], the malware sends messages 
through stolen accounts to their friend lists and points users to fake YouTube videos that 
directly address the victim. In order to play the video, installation of a new Adobe Flash plugin 
is demanded, which is actually malware. The fake websites are directly hosted on P2P bots.

When a module is executed, it nests into the system in the following way. First, it copies itself to 
the Windows directory, either in the root directory or in a subfolder named “update.<number>” 
where <number> is a single digit number. The fi lename used for this purpose imitates typical 
Windows fi lenames (svchost.exe, svchostdriver.exe, sysdriver32.exe). It then restarts itself 
as a service and maintains presence on the system by enabling execution on system start-up. 
Malware confi guration parameters are additionally stored in the Windows registry in module-
specifi c subkeys that are also used for data sharing of timestamps or IP address lists. Most 
modules have a “close”-subkey that allows shutdown of the application through the registry by 
setting its value to “1”.

D. Analysis of Botnet Version 1999
In the following, the different functionality aspects of Miner’s malicious executable set of 
version 1999 are analysed. Each aspect is explained in context to the related binaries that 
represent the functionality. Furthermore the monetisation concept connected to the functionality 
is explained. We do not detail the changes between version 1999 and the current version 2103 
because we did not identify major changes to the functionality. 

1) Infrastructure/ Distribution
We fi rst describe the core fi les responsible for integrating an infected machine into the botnet 
infrastructure. Next, we explain the different mechanisms of loading updates as well as SOCKS 
proxy and PPI as monetisation aspects.

loader2.exe – The fi rst module to be executed on a freshly infected system is a loader that nests 
as a service called “srvsysdriver32” and then proceeds by performing an online connectivity 
test. If successful, it continues by contacting a random IP address from the embedded hard 
coded list of contact points, the so-called bootstrap list. As soon as a successful connection 
on port 62999 is established with a contact point, the loader continues by acquiring updated 
IP address lists of botnet peers with the commands “ip_list” and “ip_list_2”. These fi rst steps 
are similar for almost all modules. IP addresses from obtained lists are queried by the loader 
with the command “soft_list” in order to obtain the most recent list of modules. All fi les on 
this list are downloaded from different peers to establish full functionality on the infected 
system. Furthermore, a reachability test is performed with the command “listen_test” in order 
to determine whether the victim’s computer can be accessed from the public Internet or not.

All of the downloaded fi les are fi rst checked for a valid signature according to the implemented 
protection scheme. After successful signature validation, another check is performed against 
the modules type ID. If the type equals the ID of the distribution module and the reachability 
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test was positive, the node becomes a P2P bot, or else the module is not installed on the system, 
and the victim becomes a worker bot. All downloaded modules are registered to run on start-up 
and are executed to let them perform their initialisation.

The loader fi nally resolves its own IP to the corresponding country code and reports this 
information back on port 62900 to a list of master C&C servers, together with its module 
version number (1.66) and a unique identifi cation number derived from the system’s drive 
information and the computer name. 

wdistrib.exe – The distribution module is the fundamental component of the fl exible 
infrastructure of the Miner botnet. This module is only installed in case the machine is 
reachable over the public Internet. It does not install itself as a system service. When executed, 
hard-coded master C&C servers are contacted. Their authenticity is checked by comparing 
the content of a queried certifi cate against a fi xed 13-digit number. After the authentication 
phase, a distribution level is queried from the server. This level decides whether a centralised 
or decentralised mechanism is used for distribution of malicious binaries. In either case, an 
IP address list of distribution servers is obtained. The entries of this list are then requested to 
ensure the own machine’s reachability.

In the case of the centralised distribution level, a list of fi lenames is queried with the command 
“txt_server_list3” and the contents from the specifi ed URLs are downloaded. The same is valid 
for current IP address lists and DDoS targets. 

In the case of the two decentralised distribution levels, the value decides whether the victim’s 
computer will be responsible for a network segment identifi ed by an IP address list 1 or 2. From 
the list of distribution servers, a recent list of P2P bots from the chosen segment is requested. 
These bots have the same status as the victim’s computer. The list is sequentially scanned for 
possible software updates, which allows injection of updates from any machine of the P2P layer. 
The refresh rate for IP address lists is set to 45 minutes. Independently from the distribution 
mode, downloaded fi les are offered to other infected machines that may contact the victim’s 
computer.

Furthermore, a web server is opened with the purpose to serve a fake YouTube page that is used 
as the previously described spreading vector.

Lastly, a random port in the range of 10000 to 65000 is opened to serve as a SOCKS proxy 
service. This type of proxy is regularly used as an anonymisation mechanism and a well-known 
service in the cybercrime economy. The port number, IP address, country code, and result of 
a connection speed test performed against popular websites are reported back to the list of 
distribution servers. Depending on the speed test, nodes may be reassigned to subnet 1 or 2, the 
former containing the nodes that surpass a certain speed threshold.

This is also the fi rst monetisation aspect of the Miner botnet, as the given information allows 
renting of compromised machines for the use as SOCKS proxy servers. We assume that the 
detailed information of country code and connection speed is used to justify individual pricing.
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loader_rezerv.exe – This is a network-based downloader with the ability to install arbitrary 
executable fi les on a victim’s computer. It contacts a range of hard-coded C&C URLs with the 
system identifi cation number as well as its module version number (1.08). Upon connection, it 
can be commanded to download a fi le identifi ed by a download ID from a given URL, together 
with the protection signature of the fi le. If download and validation are successful, a status 
message is reported back to the same C&C server.

gbot_loader.exe – The third loader has the malware to be spread directly embedded in its PE 
resource section. Upon execution, the system’s geographical location is deferred and the payload 
is only installed when the IP address is associated with one of the following countries: USA, 
Canada, Australia, Great Britain, New Zealand, France, Germany, Sweden, The Netherlands, 
Italy, Belgium, Denmark, Swiss, Norway, Iraq, Israel, Qatar, Oman, Bahrain, or Japan. In the 
following, we refer to this module as the PPI module.

A detailed analysis of the observed payloads is out of the scope of this paper; therefore, we 
only give a short overview. In total, we extracted 11 different unique payloads from various 
gbot_loader.exe samples. All payloads differ massively from the binaries related to the Miner 
botnet. They are not written in Delphi and are protected against analysis. In 10 cases, a variant 
of the Max++/ZeroAccess rootkit was embedded. In one case we identifi ed a variant of GBot/
CycBot, a trojan downloader mainly connected to clickjacking. 

The last two modules exemplify another monetisation aspect of the Miner botnet, pay-per-
install. The presence of two separate mechanisms shows the importance of this feature to the 
botmasters. While loader_reserv.exe relies on the availability of the hard-coded domains and 
servers, gbot_loader.exe can and has been published through the Miner CDN to install third 
party malware.

2) Bitcoin-related Modules
The capability of Bitcoin mining is the most characteristic feature of the botnet and also 
responsible for its name. 

btc_server.exe – This module is responsible for managing work distribution in the botnet and 
is only executed if the victim’s computer fulfi ls the same properties as for the infrastructure 
distribution module. It serves as a proxy for the worker bots towards a selection of Bitcoin 
mining pools, clusters of miners that cooperate in order to increase their chance of gaining 
Bitcoins. It downloads one of the Bitcoin clients, namecoind or bitcoind, and joins a random 
mining pool chosen from a hard-coded list. These clients are used to backup the Bitcoin wallet 
containing earned Bitcoins. The wallet is posted every twenty minutes to a master C&C server. 
Furthermore, the module opens the ports 9442 and 9332 for Bitcoin communication with 
worker bots. Messages received by the workers are based on the Bitcoin JSON RPC protocol 
and delegated to the local Bitcoin client, which in turn forwards them to the chosen mining 
pool.

client_8.exe – This Bitcoin mining module is executed on bots of both tier 3 and tier 4. 
After nesting as service “srvbtcclient”, a connection to the botnet is established and multiple 
operations are started in parallel. 



354

Initially, an executable fi le named myunrar2.exe is downloaded from the Miner CDN. It works 
comparably to the utility geoip_unrar.exe and extracts the three embedded Bitcoin miners UFA 
Miner, RPCminer and Phoenix Miner. It then checks if the name of the video driver contains 
the string “radeon” and if so, checks for the driver revision installed. In case they are too old 
too perform Bitcoin mining on the Graphics Processing Unit (GPU) of the graphics card, the 
drivers are updated in the background through the vendor’s website. After this, a speed test for 
the system is performed; the results including the system identifi er, hardware information, the 
mining programme used and the hashing speed are submitted to a master C&C server. If an ATI 
graphics card is present, another test is executed on the GPU and the results augmented with 
detailed information about the graphics card are again posted to a master C&C server. 

Further actions are the following. Every hour, a recent IP address list is obtained from tier 3 
nodes. The IP addresses of this list are queried via a JSON RPC method for their current Bitcoin 
block count, which is returned if a btc_server.exe is running on queried node. In parallel, the 
successfully queried IP addresses are queried with another request for a portion of work. This 
allows the module to keep its own Bitcoin calculations at the current global network state. 
Finally, every fi ve hours a status update about the mining operation is sent to a master C&C 
server.

The usage of Bitcoin mining on compromised machines is a remarkable development in botnets 
as it allows direct capitalisation through exploitation of computational power. While the Bitcoin 
currency has practically existed since early 2009, the fi rst reports on malware used for stealing 
wallets of users were published in June 2011 [20]. After the Bitcoin exchange rate increased 
dramatically since late April 2011, with a peak of almost US$ 30 per Bitcoin in June 2011 [21], 
Bitcoin mining became economically justifi able for botmasters.

3) DDoS-related Modules
Next we explain the mechanisms of the DDoS modules and how the botmasters monitor 
attacked websites.

ddhttp.exe - The core module for DDoS attacks web servers via the HTTP protocol. It installs 
itself as a system service called “ddservice”. After a connectivity check, it tries to download a 
list of DDoS targets. If the target list is acquired successfully, a status report with the unique 
system identifi er and module version number (2.63) is sent to the contact point every 10 minutes.
The following DDoS attack is performed with a randomly chosen User-Agent from a list of 
eight popular operating system and browser confi gurations. First, the IP addresses of the target 
host names are resolved and sanitised, i.e. the address 127.0.0.1 (localhost) is removed. Next, 
10 concurrent threads are created to carry out the attack. In a fi rst step, a connection to the 
target is tried in order to check if it is at all reachable. If the connection attempt is successful, 
the root path of the website is fetched. This page is then spidered for all links except RAR 
and ZIP archives, XLS, PDF, and DOC documents, executables, URLs containing “google.ru” 
or “cycounter” or email addresses. The attack then proceeds to request all the identifi ed link 
targets to create even more load on the server. 

udp.exe - The UDP DDoS component is a secondary attack module that was used during the 
massive attacks in August and September 2011. While the HTTP variant’s goal is to exhaust the 
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web server application, the UDP module aims at saturating the network link of the target server. 
The module we analysed performs an attack against the hard-coded target “zenprotection.com”, 
a DDoS protection service. It will send fragmented UDP packets with a payload size of 32001 
identical, randomly chosen bytes to a random port in the range of 10 to 65000.

pele.exe - The last module related to DDoS allows the botmasters to evaluate the success 
of their attacks. Similarly to the HTTP module, it tries to obtain a list of currently attacked 
websites. It proceeds by requesting the root page of the attacked website and evaluates the 
HTTP status code. In cases where the status code indicates a redirection (3xx), the redirection 
is recursively resolved and queried. 

Besides, a WHOIS lookup is performed to identify the “netname”, i.e. the hosting service 
responsible for this domain. Next, the gathered data from these status checks is conducted into 
a report and submitted via a HTTP POST method to the master C&C servers. This procedure is 
repeated every two minutes. By inspecting the aggregated information from all reporting bots, 
the botmasters receive an almost real-time impression of how the attacked websites are reacting 
to the attack, and the detection of redirects or changes in reported features also allows them to 
adapt to countermeasures taken by their victims.

The monetisation aspect related to the DDoS functionality is extortion. While the fi rst attacks 
were not connected to publicly known demands, following attacks were accompanied by 
emails from randomly generated yahoomail addresses requesting a payment of 100 Bitcoins 
to different account numbers for each target. We inspected eight Bitcoin account numbers 
identifi ed through Google searches. According to the lookup service BlockExplorer [22], none 
of the accounts received incoming payment. The statement of Bitcoin as the desired payment 
method again underlines how fi rmly the botmasters pursue this virtual currency.

4) Social Network-related
The spreading success of the Miner Botnet in summer 2011 was heavily driven by the ability to 
interact with the social networks Facebook.com and VKontakte.ru. 

iecheck12.exe – This module changes the Windows hosts fi le for static resolution of domain 
names with the intention to reroute the victim to a local proxy server when Facebook or 
VKontakte is accessed. This local proxy allows arbitrary interception and manipulation of 
website contents. On start-up, it queries current JavaScript fi les that are used to adjust the 
appearance of the social networks’ websites to the malware’s needs. Additionally, it downloads 
spam templates to be used for spreading. 

Furthermore, the Geo IP database is used to determine the country the victim is situated in. 
Interestingly, the module also carries out the same functionality as the loader l_rezerv.exe by 
polling a list of hard-coded C&C servers for additional executables to download and install.

The core functionality of the module activates as soon as a victim logs into one of the mentioned 
social networks. The credentials are recorded and stored in the registry for multiple purposes. 
First, the credentials consisting of email address and passwords together with the system’s 
unique identifi er and geolocation are reported back to C&C servers. Next, the credentials are 



356

abused in order to initiate communications based on the downloaded spam templates with 
individuals from the victim’s friend list. These communications are not visible to the victim. 
The goal of the communications is tricking the contacted person via social engineering to 
download and install malware. In terms of monetisation, this provides the botmasters with 
stolen identities that serve as a tradable good.

Further investigation of the binary revealed the presence of a telephone number that appears 
to be connected to another fraud scheme. The telephone number appeared in multiple forums 
of Russian language where users reported that a popup blocked their access to VKontakte, 
demanding for a payment to obtain an unlock code via the Russian mobile service MTS. The 
forum entries date to January and February 2011 and might give a hint of the early uses of the 
botnet. However, we were not able to reproduce the mentioned functionality.

Analysis of further fi les received by the module revealed a scamming scheme based on the 
injection of an advertisement for a fake Groupon offer. In the advertisement, a payment of US$ 
200 via PayPal is offered in exchange for a transfer of 25 Bitcoins to a given account number. 
We checked the addresses on BlockExplorer and did not notice any payments to the Bitcoin 
account.

5) Utilities
Miner makes use of two additional executables that support functionality to prolong its presence 
on the infected system. Both are only used once when initially infecting the system.

geoip_unrar.exe – This module uses the RAR archive algorithm to decompress an embedded 
Geo-IP database that allows derivation of a geolocation from an IP address. The structure of the 
Geo-IP database used by the Miner Botnet is similar to a reduced version of the free IP address 
to country database available from MaxMind [23].

resetr.exe – In order to reduce the chance of being detected or removed from the system, 
this utility disables and deletes the services responsible for Windows Update functionality and 
removes the Microsoft Background Intelligent Transfer Service (BITS) that is used for the roll-
out of said updates and is also used for signature loading functionality of Microsoft Security 
Essentials (MSE).

4. MONITORING THE MINER BOTNET

In this section we present the results of our monitoring operation for the Miner botnet. First, 
we explain the focus of our efforts and the methodology we used, followed by an analysis of 
the data gathered.

A. Focus and Methodology
The focus of our operation was to get insights into the population and activity of the Miner 
botnet. Based on our fi ndings on the botnet infrastructure (cf. section 3.B), we concentrated our 
efforts on the P2P layer. Information about active peers, commands, and malware updates can 
all be observed on this layer.
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Our approach is an adaption of the techniques that were used for the monitoring of other 
P2P botnets [7,8]. The general methodology applied is recursive enumeration, also known as 
crawling. Starting with a set of bootstrap nodes, each of the nodes is queried for IP addresses of 
its known peers. By collecting these IP addresses and repeating the procedure on the growing 
set, the network can be enumerated until no new IP addresses are observed. 

Applied to the Miner botnet, an initial bootstrap IP address list was extracted from the malware. 
The enumeration is done through the C&C protocol by using the command “ip_list” to query 
bots for their peer lists. The size of IP lists for segment 1 ranges between 80 and 250 and for 
segment 2 between 500 and 800 entries.  

We created a tracking framework that implements this method and started crawling Miner’s 
subnets 1 and 2 on an hourly basis on September 14, 2011. We chose an hourly interval according 
to the refresh rates set in the P2P bots (between 30 and 120 minutes) and in order to keep a low 
profi le on the network. To gather additional information, we used the commands “soft_list” to 
identify fi les offered and “ddos_http_list” to obtain attack targets when a successful connection 
is established with a bot.

B. Results
For this analysis, we take the data gathered between September 14, 2011 and February 01, 2012 
into concern. We present the data of subnets 1 and 2 combined, because we did not notice any 
discrepancy caused by the separation by network speed.

FIGURE 3. DAILY POPULATION OF THE MINER BOTNET.

We differentiate between the number of IP addresses observed through lists and the number of 
bots we were actually able to communicate with. On average, we could connect to 22.91% of 
the IP addresses listed, with a maximum of 46.26% on November 06, 2011. These percentages 
are mainly infl uenced by the embedded bootstrap lists and dynamics of bots joining or leaving 
the botnet, as well as the timeliness of IP address lists published by the distribution servers.

Figure 3 shows the development of the daily botnet population over time. We observed between 
23,000 and nearly 200,000 peers in the IP lists and between 3,000 and 29,000 actually reachable 
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hosts. We have linked four remarkable events to activities in the botnet. 

• On October 25, 2011, an update of the module for interfering with social networks 
was released. This caused a visible increase in infections.

• On November 07, 2011, updates to the PPI module and distribution module were 
published. The temporary spike in observed IP addresses in the lists can be explained 
with changes to the botnet backend. The actual decrease in population is probably 
caused by the updated PPI module. We assume that the botmasters of the Miner 
botnet sold a part of their population at this time. 

• On November 16, 2011, the distribution module is updated again, causing another 
temporary spike.

• On December 01, 2011, an update to the distribution module was published, which 
was the last update to date. Since then, a constant decay is observable.

Table II shows that the geographical distribution of the botnet is centred on the countries 
Ukraine, Russia, Poland, Romania and Belarus. These countries made up about 70% of all 
infected hosts during our entire monitoring time. The only remarkable observation is that 
Poland and Romania change their position in November 2011. This is related to the above-
mentioned event of an update to the PPI module. 

TABLE II. GEOGRAPHICAL DISTRIBUTION OF REACHABLE BOTS
 

Furthermore, we analysed for how many hours single IP addresses were continuously present 
in the merged set of IP address lists. We took seven days from September 19, 2011 0:00 to 
September 25, 2011 23:59 as a sample, as shown in Figure 4. For possible intervals from 1 
to 168 hours, the number of occurrences of an interval weighted with the number of hours it 
represents is shown.

The largest fraction is represented by short persistences with one hour occurrences being the 
most frequent. We assume this is at least partially infl uenced by the experience of a system 
infected with malware, especially in the case of Miner which increases system load through 
Bitcoin operations. The fi rst signifi cant drop-off is at about 6-8 hours which matches with the 
expected uptime of an offi ce computer. The next decrease occurs after 24-25 hours and we 
conclude this is related to the enforced disconnect that many Internet Service Providers (ISPs) 
apply to their customers. The summarised weighted occurrences for 1 to 24 hours account for 
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9,98
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72.43% of all occurrences, indicating that the majority of all observed persistences last for one 
day or shorter. This underlines that it is disputable to perform size measurements of botnets by 
counting observed IP addresses over longer time periods without taking the dynamics of the 
underlying systems and networks into concern, as has already been pointed out in [4]. 

The smaller peaks past the day mark are nearby multiples of 24 hours. We assume this to be 
caused by the way IP address lists are generated. The peak at 168 hours is caused by systems 
with a dedicated line and IP addresses that are constantly announced by the distribution servers. 
While having a strong impact in the representation chosen by us, these IP addresses account for 
less than 0.45% of all IP addresses observed in the given timeframe.

FIGURE 4. ANALYSIS OF IP PERSISTENCE IN THE WEEK 
FROM SEPTEMBER 19, 2011 TO SEPTEMBER 25, 2011.

5. CONCLUSION

In this paper, we have provided an overview of the Miner botnet. By taking this botnet as an 
example, we have motivated a selection of current techniques used by botmasters to extract 
money from their botnets. We outlined the chronological development of the botnet and its 
general characteristics. By this, it became obvious that the botnet owners have experimented 
with various methods for generating profi ts over time, adding and removing aspects, probably 
depending on how successful their activities were. We explained the layout of the hybrid 
infrastructure used in the botnet and detailed its capabilities and its C&C protocol. Furthermore, 
we presented our statistical data on its population and activities, gathered during four months 
of tracking efforts. 

While the design and implementation used in this botnet are technically not on the same 
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level as of its more prominent competitors, the use of advanced concepts like a peer-to-peer 
infrastructure and RSA-signed updates indicate a trend that such features will become more and 
more common in all kinds of botnets in order to increase their resiliency against takedowns.
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Natural Privacy 
Preservation Protocol for 
Electronic Mail

Abstract: Espionage plays a major role in military and paramilitary cyber warfare activities. 
While cyber espionage is mainly considered as the act of obtaining (confi dential) information 
using illegal, technical methods, we have explored the possibilities of obtaining confi dential 
material with technical methods using legal exploits. Due to routing conventions, messages 
containing confi dential information may be sent through different states and herewith through 
confl icting communities. The servers that are used in this routing process are subject to the 
corresponding states legal system. In the case of electronic mail (e-mail), back-ups or copies 
being made are accessible to the corresponding authorities and/or private institutions. These 
copies of e-mails may be requested without knowledge of the sender or the sender’s state and 
can be kept for an uncontrollable period of time. This may also heighten the risk of disclosure 
for encrypted messages. 
We have developed a concept based on IPv6 to allow static and dynamic adjustment of the 
selected routes to maintain the specifi ed or expected level of confi dentiality. This concept may 
be developed further to be used as a privacy enhancing technology. The concept increases the 
level of control of transmitted data, technically enforces the expected or negotiated level of 
privacy and confi dentiality, allows data tracking and heightens the user’s awareness regarding 
the differences between postal and electronic mail.

Keywords: privacy; confi dentiality; IPv6; e-mail routing; IPv6 routing

1. INTRODUCTION

Electronic mail (e-mail) is an important communication service based on TCP/IP and is 
sometimes said to be even more prominent than the World Wide Web. Especially in businesses, 
electronic mail is one of the major communication media used to transfer data and information 
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As any communication medium that shall contact a preferably broad spectrum of individuals, 
e-mail needs to be easily accessible and hence needs to be able to transport data to almost any 
location. How this is done and the diffi culties that arise due to this technique are described in 
the sections 2 and 3. At this point it is important to observe that the ubiquity accessibility of 
e-mail inherently implies a heightened exposure of the transferred data.

Since e-mail is mainly associated with a “point-to-point” communication between individuals 
or groups of individuals, users expect properties that are not given inherently. These properties 
are integrity, authenticity and a certain level of confi dentiality. Different methods such as 
encryption and (digital) signing of e-mails aim at establishing one or more of these properties. 
However, these methods are barely being adopted by the broad public due to multiple reasons 

[2]. Some of the reasons may be the faulty assumption of a “point-to-point” communication 
or the association of electronic mail with postal mail and the expected legal implications, 
see section 2. Regardless what the reasons are, the result is that the majority of e-mails are 
transmitted without any guarantee of integrity, authenticity or confi dentiality.

The small minority of e-mails that are protected by encryption and/or digital signatures are still 
at risk for manipulation and/or disclosure. Many encryption techniques rely on assumptions 
regarding the amount of time the protected data is exposed to attacks. It is commonly accepted, 
that it is rather diffi cult to hijack one specifi c e-mail. Expecting the common “man-in-the-
middle”-scenario, where the attacker is a single individual without notable political or military 
power, this assumption may hold true. 

However, if the standard “man-in-the-middle”-scenario may not be expected, as in the case of 
military or paramilitary cyber warfare activities, legal exploits may corrupt the idea of e-mails 
being hard to obtain. In fact, apart from espionage implications, e-mails may even be copied 
and preserved legally. 

Current law, in most states of the European Union (EU), already demands the preservation 
of communication details for different periods of time, to allow the control of digital rights 
violations and for crime investigations. Obviously, this is not done for the purpose of espionage, 
but the technical practicability of the preservation of communication details and/or contents – 
without the knowledge of the involved communicating parties – must not be expected to be 
available to peaceful groups only. 

We have developed a concept that provides the ability to infl uence the route selection and 
propose a model that additionally may take legal implications into consideration. This is either 
based on regional borders, “trusted parties” white-lists or information provided by the nodes 
involved in the e-mail transmission. Additionally to improving methods of control, our concept 
heightens the awareness regarding the differences between postal and electronic mail. The 
concept provides users with the ability to technically enforce a negotiated or expected level of 
confi dentiality. We therefore believe that this concept may also be developed further to act as a 
new type of privacy enhancing technologies (PET).

The remaining part of this paper is structured as follows: The motivation for our work is given 
in the section 2 divided into legal and technical aspects of the problem described. Sections 3 and 
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4 give a short introduction to the prerequisites needed, while section 5 describes our concept. A 
concluding word and outlook is given in section 6.

2. A FAULTY ASSOCIATION

E-mail is often associated with postal mail and often explained as being the digital version of 
post. This association is faulty in both legal and technical terms and leads to the illusion of using 
a secured communication medium, see subsections 2.A and 2.B.

A. Technological Issues
Communicating through e-mail is commonly misinterpreted in two ways: 

• Due to the association of e-mail with postal mail, the user expects an e-mail to 
be sent to the receiver directly. Since postal mail is commonly protected through 
national law and closed mail allows for a reasonable expectation of privacy, the user 
expects the company transporting and delivering the mail to be subject to national 
law. Hence, the delivery of e-mail is also expected to be done without the carrier 
opening, reading or copying and long-term storing the contents, the envelope or 
other information regarding the communication or the communicating parties.

• The user expects e-mail to be the digital version of a letter. Hence, the user visualizes 
the e-mail as an enveloped, closed, formally and directly addressed letter, transferred 
through national or international companies underlying strict laws, guaranteeing the 
privacy and/or secrecy of correspondence. A reasonable expectation of privacy is 
given.

1. Point-to-Point-Communication?
Users commonly believe that e-mail enables them to directly communicate with another 
individual or a selected group of individuals. Technically speaking, a “point-to-point” 
communication is expected, but not provided.

To allow e-mail to reach a user almost independently of the user’s physical location and despite 
the offl ine/online-status a “live”, point-to-point-communication may not be expected. Most 
individuals today understand e-mail as the digital version of postal mail and hence the e-mail 
folder is viewed as a digital “postal mailbox”. This implies, that only the individual owning the 
folder and having access to it, may read the stored e-mail. Unfortunately, this assumption does 
not hold true. 

While most e-mail providers will try to provide secure authentication methods to protect e-mail 
folders from being corrupted, legal implications may cause exceptions (cf. subsection 2.B). 

The removal of an e-mail from the e-mail folder does not guarantee the removal of the e-mail 
from the server. Again, both technical issues (backup) as well as legal issues (data retention) 
may prohibit the deletion of contents for a certain amount of time.
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Given that both the sender and receiver have e-mail folders and herewith e-mail servers 
that store the sent/received messages, there are already at least four parties involved in the 
communication. 

However, the transfer of e-mail is mainly not done directly between the involved individuals 
mail-servers solely. This is mainly due to technical issues, as a) in most cases a direct route 
does not exist, b) routing conventions and c) traffi c situations. The process of forwarding an 
e-mail through a network of nodes to one specifi c mail-server is called e-mail routing and will 
be explained further in section 3.

To guarantee the transmission of e-mail despite network diffi culties precautions are made. 
Commonly, the nodes involved in the routing process will save a copy of the data prior to 
forwarding it. Normally, this data will only be stored for a short period of time. However, this 
“short period saving” is not guaranteed.

The selection of the route is done at the transport layer, i.e. based on IP routing conventions. 
These routing mechanisms take into account network and traffi c parameters and chose the 
best (fastest and/or most reliable) route in technical terms. Whether state, company or legal 
borders are crossed is not part of the route selection process and mechanisms to provide this are 
currently not available. In fact, the route chosen is neither foreseeable nor evident to the users 
involved in the communication.

2. E-mail - An Enveloped Letter?
As e-mail is often associated with postal mail, the common visualization of an e-mail is an 
enveloped letter. This visualization has become so prominent, that the offi cial symbol used by 
most mail-clients to display e-mails is an envelope.

However, sending a normal (unencrypted, unsigned) e-mail through the Internet should rather 
be associated with sending a postcard. An unencrypted, unsigned e-mail has neither protection 
nor guarantee of confi dentiality. In this sense, e-mails are even less protected than postcards, as 
postcards commonly still remain protected by secrecy of correspondence laws.

As explained in subsection 2.A.1) an e-mail may not be expected to be transferred to the 
receiver directly, nor may it be expected that it is not copied or stored during its transmission. 
The regulations of the nodes depend on the node’s location and the national law applying to 
them. This is not considered during route selection. No information about opening, copying or 
even routing of the e-mail is transferred to the user in a transparent or notable way. Moreover, 
users have currently no opportunity to infl uence the route selection.

B. Legal Issues
When using e-mail, the users involved assume the communication to be a point-to-point-
communication between selected parties. This is neither the case for e-mail nor for postal mail. 
However, postal mail is commonly protected by secrecy of correspondence laws, guaranteeing 
that no-one except the sender, receiver and - in the certain, restricted cases – authorities may 
open or scan postal mail.
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Due to the association between electronic and postal mail, the privacy regulations for postal 
mail are implicitly expected to naturally apply to e-mail as well. However, this assumption of 
the preservation of a “natural privacy” is currently not transferable to e-mail.

Current legal conventions within some states demand the preservation and surveillance of 
e-mail communication (with or without contents). In most cases, the communicating parties 
will not even be aware that their e-mail is being passed through another state due to routing 
conventions. 

We claim, that a) there are differences in the understanding and the implications of secrecy of 
correspondence laws within different states and b) current laws already enforce the retention of 
communicated data (and communication related data) to different extents, providing different 
access options and storing the data for diverging periods of time.

Unfortunately, a complete analysis of the legal situation and understanding of the secrecy of 
correspondence can’t be provided within this paper. To underline our claims, an impression of 
the understanding and implication of “secrecy of correspondence” is given for the United States 
and the European Union.

1. Secrecy of Correspondence in the U.S.
The Fourth Amendment to the United States Constitution is part of the Bill of Rights and protects 
citizens against “unreasonable searches and seizures”. However, in the case of “probable cause, 
supported by Oath or affi rmation, and particularly describing the place to be searched, and the 
persons and things to be seized” exceptions are possible [3].

If and when the Fourth Amendment also protects digital data, has been discussed heavily. 
This ambiguousness is due to exceptions possible based on the “probable cause”-clause in 
the Fourth Amendment and the question if a reasonable expectation of privacy for electronic 
communication is feasible.

Two recent cases on the topic show the diffi culties: 

• In Rehberg v. Paulk (11.03.2010), the United States Court of Appeals for The Eleventh 
Circuit ruled that a person “does not have a reasonable expectation of privacy in an 
e-mail once any copy of the communication is delivered to a third party” [4].

• In United States v. Warshak (14.12.2010), the United States Court of Appeals for the 
Sixth Circuit ruled that a person “.. has a reasonable expectation of privacy in his 
emails..” and that the Fourth Amendment rights were violated by the government by 
compelling the Internet Service Provider (ISP) to provide access to e-mails “..without 
fi rst obtaining a warrant based upon probable cause” [5].

Although the situation regarding the secrecy of correspondence is complicated in the U.S., there 
is no law enforcing ISPs to store and provide communication data as in the EU (cf. subsection 
2.B.2). The Electronic Communications Privacy Act (ECPA) has been criticised by privacy 
advocates for not protecting all electronic communication and consumer’s records. Moreover 
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it is claimed that the access to information stored at an ISP may be obtained too easily by 
governmental institutions.

In the United States Code, Title 18 – Crimes and Criminal Procedure, Part I – Crimes, Chapter 
121 – Stored Wire and Electronic Communications and Transactional Records Access, § 2703, 
the requirements for the disclosure of costumer communications and records are given. Here 
it is stated, that the disclosure of data stored for less than 180 days is “only pursuant to a 
warrant issued using the procedures described in the Federal Rules of Criminal Procedure (or, 
in the case of a State court, issued using State warrant procedures) by a court of competent 
jurisdiction” [6]. Data stored for more than 180 days may be disclosed more easily. This also 
applies to (foreign) e-mails stored on servers in the U.S.

2. European Union and the Data Retention Directive
Most states of the EU have secrecy of correspondence laws, protected by the respective state’s 
constitution. The secrecy of correspondence is explicitly protected by the European Convention 
on Human Rights, Article 8. 

However, in March 2006 the Data Retention Directive was adopted by the EU. Members of the 
EU are required to store and provide the data specifi ed within the directive for a period of at 
least 6 months, at most 24 months, for “the purpose of investigation, detection and prosecution 
of serious crime” [7,8].

The directive makes communication providers responsible for the gathering and storing of the 
required data. Affected by the directive are telephone, mobile telephone, internet access, e-mail 
and internet telephony communication data. The data stored must enable to identify the source 
and destination of the content transferred, the date, time, duration and type of communication 
as well as the device type used and - in the case of mobile communication - the location of the 
mobile equipment during the data transfer.

The member states were obligated to transfer the directive to national law until September 
2007. Due to the existence of secrecy of correspondence laws within the member states, the 
implementation of the directive in national law was partially protested heavily. Currently 22 
member states tried to transfer the directive to national law [9]. Sweden recently decided to 
postpone the decision. Romania, Germany and the Czech Republic had previously converted 
the directive to national law, but their respective courts ruled the directive to be unconstitutional. 
In 2010, the Irish High Court decided to challenge the Data Retention Law at the European 
Court of Justice. This was decided due to the previous juridical activities of the civil liberties 
campaign group “Digital Rights Ireland” (DRI) [10]. 

3. E-MAIL ROUTING

Sending an e-mail is done at the application layer of the OSI-Model. Common protocols 
involved in the process of sending and delivering e-mails are SMTP, POP3 and IMAP and their 
extensions. Relevant is, that all these protocols rely on the previous (i.e. lower) layers of the 
OSI-Stack to allow correct routing.
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Fig. 1 shows how an e-mail is assumed to be forwarded. The sender of the e-mail composes 
the e-mail using a mail client or - more generally speaking - a Mail User Agent (MUA) and 
transfers it, by sending the e-mail to the senders mail-server. Here the local Mail Submission 
Agent (MSA) receives the message, looks-up the destination of the e-mail and forwards the 
message to the receiver.

FIGURE 1. BASIC VIEW ON E-MAIL COMMUNICATION FLOW

As mentioned previously, the routing through the Internet involves further parties and also 
the “look-up” of the receiver’s MSA must be specifi ed more correctly. Figure 2 shows a more 
detailed description of the routing process. As can be seen, the sender’s MSA relies on the 
feedback given by a Domain Name System (DNS) server to resolve the receiver’s domain name 
and determine the correct mail exchange (MX) server at the receiver’s domain.

The DNS server responds with a list of MX records. The sender’s MSA then transmits the 
message by passing it either directly to the correct Mail Transfer Agent (MTA), or by forwarding 
it through (several) MX servers closer to the destination.

It is clear that several servers are involved in the process of sending an e-mail, especially 
between different domains. Apart from the servers involved, one must also consider other 
network components (e.g. routers, gateways) needed to forward the message to the appropriate 
server. 

The route selection is based on network properties, such as distance metrics. These metrics are 
internal properties and are acquired and used by routers without the user’s knowledge.

To ensure e-mail delivery in case of network failures, nodes, such as routers, gateways and 
e-mail servers, store a copy of the e-mail locally to retransmit it if necessary. The lifetime of 
these copies is unspecifi ed and depends on local factors such as memory usage or legal issues.
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FIGURE 2. EXTENDED VIEW ON E-MAIL COMMUNICATION FLOW 
INCLUDING ROUTING AND DNS RESOLUTION

Given the numerous instances involved in the transmission of an e-mail, the fact that the nodes 
involved commonly store back-up copies of the IP-Packets and that the route selection is 
based on network properties, the vulnerability of e-mail communication becomes clear. If this 
vulnerability of e-mail transmission, the unguarded handling of e-mail by private and industrial 
users and the diffi cult and diverging legal situations are combined, the threats become apparent. 
Threats may be cyber espionage in general, industrial or military and paramilitary espionage. 
This may either be done by: 

• Accessing the respective nodes involved in e-mail transmission. This may even be 
legal given some circumstances (cf. section 2.B),

• Attacking nodes known to be part of the routing of e-mails that are expected to carry 
useful information. Such nodes may be identifi ed easily by fi nding the corresponding 
MTA(s) of a specifi c domain, e.g. a domain known to belong to military, governmental 
or similar institutions.

While MSA and MTA servers may only be guarded through intensive precautions done by 
the network administration, the route selection may be hardened through other concepts. The 
proposed method will allow controlling the transmission of data and preventing the transmission 
through untrusted nodes. This prevents both the usage of legal exploits as well as it may allow 
the selection of secure routes.

4. INTERNET PROTOCOL VERSION 6

IPv4 (Internet Protocol Version 4) [11] was standardized in 1981 when only 200 computers 
where interconnected. At this time, the defi ned address length of 32 bits was declared to be 
suffi cient. 
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Due to the vast increase of computers connected to the Internet, the free IPv4-Addresses are 
about to be exhausted. This address exhaustion has been anticipated and threatened to have a 
limiting effect on the growth of the Internet. To prevent this limitation, a solution called IPv6 
(Internet Protocol Version 6) was developed and published in 1998 [12]. This protocol extends 
the addresses to 128 bits, which is currently believed to be suffi cient for some time. 

The transition from IPv4 to IPv6 is ongoing, but the pace at which the transition is done is 
varying heavily, depending on the region [13]. However, it may be expected that eventually all 
nodes connected to the Internet will use IPv6. 

Besides providing a solution for the limited address space under IPv4, further improvements 
were made by IPv6 [14]. One of these improvements is the extensible header structure of 
IPv6. It consists of a base IPv6-Header and optional header extensions. This allows including 
additional transportation information.

A. Hop-by-Hop-Options
The information provided through the Hop-by-Hop-Options must be checked by each node 
along the route. Through these options, it is possible to pass further parameters and/or 
restrictions to the nodes processing the packet.

The Extension-Header contains a Next-Header-Field necessary for each IPv6-Extension-
Header and a Header-Length-Field, to describe the basic layout. Hereafter an arbitrary number 
of options may be specifi ed, by inputting a triplet of Options-Type, Options-Data-Length and 
Option-Data into the header.
The structure of an example Hop-By-Hop-Options-Header is depicted in Figure 3.

FIGURE 3. AN EXAMPLE HOP-BY-HOP-OPTIONS-HEADER

The uppermost three bits of the option type have a special meaning. The third bit defi nes the 
options data as unchangeable during transmission if set to 0. The other two bits describe what a 
node needs to do if the option type is unknown. There are four possible values:

00 – Skip the option
01 – Discard the whole packet
10 – Discard the packet and send ICMP error back
11 – Discard the packet and send ICMP error back if not multicast
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Fortunately, the Hop-by-Hop-Options may be declared as mandatory. If a node cannot fulfi ll 
a specifi ed option, the packed is dropped an error message is sent back to the previous node.
 
To ensure that the options are processed prior to the packet contents, the options should be 
placed directly behind the standard IPv6-Header-Fields. This is also recommended in the IPv6 
RFC to restrict processing time in nodes.

B. Routing-Options
The Routing-Options-Header enables users to specify the route a packet should take. The 
specifi ed route may be “strict” or “loose”. 

In the case of a “strict” route, the packet must be forwarded exactly along the nodes specifi ed. If 
the route is declared “loose”, the given route may be considered as a recommendation.
 
The Routing-Options-Header keeps track of the next target in the route, by providing a counter, 
which is incremented by each node.An example of a Routing-Options-Header is depicted in 
Figure 4.

FIGURE 4. AN EXAMPLE OF A ROUTING-OPTIONS-HEADER

The described IPv6-Standard and the improvements made with the standard allowed us to 
develop a concept that may be integrated directly in the “backbone” of the Internet. 



373

5. NATURAL PRIVACY
PRESERVATION PROTOCOL (N3P)

The proposed Natural Privacy Preservation Protocol (N3P) is an extension of IPv6. 

The IPv6 specifi cation provides two approaches (cf. section 4) to infl uence the route selection 
at the network layer.

One method uses the Routing-Options-Header and is referred to as “Offl ine Route Selection” 
(cf. subsection 5.A), while the other method uses the Hop-by-Hop-Options and is called “Online 
Route Selection” (cf. subsection 5.B). 

The offl ine route selection depends on a “white-list” of trustworthy nodes and needs to 
obtain this knowledge prior to the sending of data. The online method depends on the correct 
processing of the Hop-by-Hop-Options in each node, hence changes in the software of the 
nodes may be necessary. Hardware changes are only needed, if hardware modules to heighten 
the trustworthiness of a node are considered necessary. In both cases further work regarding the 
protection and trustworthiness of nodes should be done.

A. Offl ine Route Selection
The target of the offl ine route selection is to obtain a route prior to the message transmission, 
which is verifi ed to satisfy the expected or needed level of privacy and to enforce exactly this 
route. The Hop-by-Hop-Options of the N3P-Packet are set, but may be omitted. This allows the 
offl ine route selection to use nodes that cannot process the Hop-by-Hop-Options, but that are 
considered as trustworthy by an authority. 

The mechanism can be divided into three major steps.

• First the “white-list” must be acquired. 
• Secondly the route must be selected on which the message is to be transmitted.
• Finally the route must be attached to the packet in the IPv6-Routing-Header and the 

route must be marked as “strict”.

The basic steps can be seen in Figure 5.

Acquiring a trustworthy and correct “white-list” is quite complex but crucial. The “white-list” 
should be adjusted to the required level of confi dentiality and is hence communication specifi c. 
Moreover, it must be protected against forgery and manipulation. This can be achieved through 
different solutions, for example digital signatures. 
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FIGURE 5. OVERVIEW OF THE OFFLINE-ROUTE-SELECTION

The route selection can be done in various ways. One simple solution is to “trace route” the target 
of the packet and check the resulting route against the white-list. However, this solution has the 
major drawback, that a failed check cannot be handled easily and needs additional mechanisms. 
Another approach is to obtain a topological view of the network through information provided 
by present routing protocols e.g. OSPF or EIGRP. This view may be utilised to run a routing 
algorithm locally and use the information as additional parameters. One example of a routing 
algorithm would be the Bellman-Ford-Algorithm with an additional confi dentially-check for 
each node. If a node does not fulfi l the confi dentially requirements it is removed from the 
topology. After each node is checked, a route can be searched with the original algorithm. Other 
routing algorithms may also be modifi ed to include the “white-list-checking”.

Since the whole route selection and verifi cation process is done at the sender, there is no need 
to modify intermediate nodes. 

Two diffi culties are: 

• To obtain a trustworthy and up-to-date white-list
• The handling of node/network failures. As routing is done at the sender only, every 

node is a single point of failure on the static route.

An effi cient solution is to partition the route into segments, where each segment must start 
and end at a trusted node. This makes the routing faster, as the amount of nodes that must be 
checked in each step is reduced. Additionally the effect of node failure on the overall routing 
is reduced. 
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B. Online Route Selection
If the route is not given prior to the transmission the routing process is called “Online Route 
Selection”. In this case, the selection of appropriate nodes is not decided prior to the sending 
of the data and “hard-coded” in the Routing-Header, but is instead done by the nodes along the 
route, chosen by the protocol specifi cations. This allows to abandon the usage of “white-lists” 
that may be diffi cult to obtain, synchronise and to keep updated.

To decide whether a node is suffi cient or not in online route selection, two details must be 
known: The location of the node - to be able to derive legal implications - and the level of 
confi dentiality a node can guarantee for a packet passed through that node. 

While the fi rst information (location) may be observed without the node cooperating, the latter 
is more complicated to obtain: The nodes involved must implement a method to decide and 
deliver their level of confi dentiality. This implies that either the nodes must be trusted (without 
node adjustment) or further precautions to ensure the integrity of the method and its results 
must be taken (With node adjustment).

1. With Node Adjustment
To assess the “trustworthiness” of a node, reliable information about the nodes location must be 
obtained. Moreover, it must be guaranteed that a node is able to preserve the requested level of 
confi dentiality (in terms of storage, processing, storage time, localisation etc.). 
Since this information may not be obtained reliably without the node cooperating, we developed 
a 5-level confi dentiality rating for nodes. Each node implementing the proposed method is 
assigned a confi dentiality level, based on analysing the physical placement (legal issue) and 
the processing behaviour (information stored, period of time records are kept, data protection, 
etc.). The node’s level of confi dentiality may be considered as a property of the node. A specifi c 
level may be demanded in the Hop-by-Hop-Options, declaring the minimum level needed to 
process the packet. 

2. Without Node Adjustment
If the node adjustment is not possible, the option of gathering information about the location 
from neighboring nodes persists (for example DNS-Look-Up). The legal implications drawn 
from the physical placement of the node may then be used to derive an approximation of the 
level of confi dentiality. 

The DNS-Look-Up and the decision of forwarding the message to another node must be done 
by the current node. If this is applied recursively and consequently, a route of trusted nodes is 
selected. However, this implies that each node selected must be able to request the physical or 
network-based placement of the next node and evaluate its assumed confi dentiality.

Independently of whether the confi dentiality rating is done with or without node adjustment, the 
rating expected by the sender/receiver of a packet is placed in the Hop-by-Hop-Options-Field 
and marked with a type value of 0x84 to declare the options mandatory and unchangeable. The 
lower bits in the fi eld represent an id of our specifi c option.
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If a node does not fulfi l the Hop-by-Hop-Options specifi ed, either the node itself drops the 
packet (method “with node adjustment”) or the current node may not forward the packet to the 
selected node (method “without node adjustment”). A basic view of the mechanism used by the 
online route selection can be seen in Figure 6.

The online route selection is more fl exible and less restrictive than the offl ine route selection, 
however online selection implies larger implementation efforts. 

In online selection, the decision of the confi dentiality level of a node is crucial. As legal 
implications may infl uence confi dentiality and depend on a node’s location, some of our efforts 
are to automatically derive a value according to a node’s placement. This value shall then be 
taken into consideration to determine the node’s rating. 

Other diffi culties inherent to the online route selection are that concepts to ensure the 
trustworthiness of a node need to be implemented and an intelligent route selection procedure 
must be included to avoid looping.
 
FIGURE 6. OVERVIEW OF THE ONLINE-ROUTE-SELECTION

6. CONCLUSION AND OUTLOOK

Due to the faulty association of electronic and postal mail, governmental, entrepreneurial and 
private risk factors are induced by the misinterpretation of e-mail as a fast, reliable and secure 
communication medium. 
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It was shown that this is a misinterpretation in both legal and technical terms. The described 
exploit arose due to the combination of legal and technical issues. Interestingly, the complicated 
legal situation is both responsible for the unguarded use of e-mail and at the same time the reason 
for the implementation of techniques to silently copy and store transferred data. Although the 
intention is crime prevention and investigation, these techniques may also be adapted and used 
by other groups for lower purposes. This is especially the case if these groups do not consist of 
single criminal elements, but may rather be seen as military or paramilitary groups that have 
considerable infl uence on their local legislation.

Due to the described legal situation, especially within the EU, it is plausible to expect an 
increase of attacks on network structures known and demanded to save vulnerable data. Studies 
evaluating this assumption should be done. It should especially be evaluated if the amount of 
targeted attacks on infrastructures known to store vulnerable data increased since the integration 
of the EU Data Retention Directive.

The combination of technical issues and the legal situation in some countries leads to an 
uncontrollable amount of network nodes that silently may store transmitted data without 
restrictions. Access to the data is subject to the node’s local government and may be legal, even 
if illegal in the sender’s or the receiver’s country. Both sender and receiver will not be aware 
of the fact that a copy of their communication may be processed outside their legal borders.

As copies of communication packets may be kept for an undefi ned and uncontrollable amount of 
time and the selected route is unknown, this may also comprise threats for encrypted messages. 
Encrypted messages may be exposed to surveillance and investigation without time limitations 
and may be compared with other encrypted/unencrypted messages from the sender.

Our method extends a solid, implemented, standardized and accepted protocol and herewith 
provides the ability to monitor, infl uence and control the IP routing. Since the new IPv6 standard 
is still being introduced, the proposed method may currently be adapted easily.

Two ways of extending/using the IPv6 standard were shown: The Routing-Header and the 
Hop-by-Hop-Options-Header. This provides the ability to either determine a static route prior to 
the message transmission or dynamically, e.g. “online” demand that only suffi cient nodes may 
process a message and reporting must be done if the node is insuffi cient. 

Diffi culties in the offl ine/static route selection are to obtain a consistent and trustworthy 
“white-list” of nodes and to keep this up-to-date during transmission. However, since Internet 
connections have become more reliable and appropriate authorities exist, this problem may be 
expected to be solved rapidly. Further problems to investigate are the handling of manipulated 
nodes (list manipulation, route manipulation, spoofi ng, DDoS, etc.).
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The diffi culties arising in the online/dynamic route selection are a bit more complicated and 
wider: 

• It must be ensured that the selected routes eventually allow the delivery of the 
transmitted messages.

• It must be guaranteed that the nodes either are trustworthy themselves or that 
trustworthy nodes possess the ability to gather information about other nodes before 
forwarding packets to them.

• An automated decision of a node’s rating based on its location is under development.
• Implementation (hardware or software) of a node’s confi dentiality level rating 

method must be done and its reliability must be guaranteed.
• The proposed method should be tested with manipulated nodes to assess the potential 

effects.

Both the online and offl ine techniques have challenges, but also provide a unique gain of control 
to the e-mail routing process. In fact, the proposed concept may easily be transmitted to any 
type of communication based on IPv6.

Due to the control and feedback given to the user, our concept may be extended to a PET. Our 
concept entitles the user to infl uence the routing process and technically enforces the negotiated/
expected level of privacy. The concept increases the user’s awareness regarding the differences 
between electronic and postal mail and the resulting implications.
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Paradigm Change of 
Vehicle Cyber Security

Abstract: Recently, cyber security for non-computers, such as transportation, utility, home 
appliance and others has become a serious social concern. Intelligent and electrifi cated modern 
vehicles have more MCU(micro controller unit)s, more software code than ever, which comes 
with huge cyber risks. Especially increased connectivity between vehicles and smart-phones /
portable music-players changes the paradigm of vehicle cyber security, as virus and malware 
in smart-phones or music-players can invade automotive electronics. In this paper, fi rst we 
introduce this new risk and assess the severity of this risk by a public risk assessment tool. Then 
we analyze the diffi culties of cyber security in automotive electronics with limited network 
connectivity and low computational performance. Finally we conclude it with key fi ndings and 
suggestions against this new risk.

Keywords: cyber security, automotive electronics, vehicle connectivity, smart-phone, 
application download, DoS (Denial of Services)

1. INTRODUCTION

Cyber security for computers has been discussed for a long time and many standards and guidelines 
have been published [1]. On the other hand, recently, cyber security for non-computers, such as 
transportation, utility, home appliances and others has become a serious social concern [2,3]. 
Even in automotive industry, from a long time ago, vehicles have large security risks, because 
they are expensive and frequently parked at unsecured locations. Besides illegally manipulated 
vehicles threaten drivers and passengers lives, and in the worst case, they damage communities 
in a large area [4,5]. Moreover current intelligent and electrifi cated modern vehicles have more 
MCU(micro controller unit)s, more software code than ever, which increases the risks to cyber 
attack [4,6,7]. Furthermore, increased standards or interoperability and common platforms or 
OS(operating system)s, such as, WindowsTM, LINUXTM, AUTOSAR, GENIVI and others 
increase the cyber risks. Finally, “Road vehicle functional safety standard”, ISO-26262 is 
raising the industrial concern about automotive electronics cyber risks [8].  
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2. EMERGING NEW VEHICLE CYBER RISK

As modern vehicles have more convenient functions with wireless technologies, vehicle 
external connectivity increases cyber risks for automotive electronics [4,9,10]. At the initial 
phase of vehicle connectivity, GM OnStar, for example, mainly wireless communication 
modules installed within a vehicle, were used for emergency calls, concierge services, remote 
diagnosis and other automotive applications. However, recently, vehicle connectivity with 
carry-in devices, such as smart-phones, portable silicon music-players, portable GPS navigation 
systems, drive recorders and others is providing greater benefi ts to drivers. Table I shows recent 
factory-installed connectivity systems, which have been observed in “Los Angeles Autoshow 
- 2011”. You can tell that under the red column systems, smart-phone has signifi cant important 
roles, and under blue column systems, smart-phone that provides additional features or mobile 
phone connectivity is critical. As you can see in Table I, recently, mobile phones, especially 
smart-phones have more signifi cant roles even in factory-installed connectivity systems. The 
growth of after-installation smart-phone connectivity system is obvious.

TABLE I. OEM(CAR MAKER)S’ CONNECTIVITY SYSTEM (IN LOS ANGELE AUTOSHOW 2011)  

The growth of vehicle connectivity with carry-in devices is increasing vehicle cyber risk. 
FIGURE I shows the emerging vehicle cyber risks, caused by carry-in device connectivity. In 
this cyber risk, virus and malware attached with application software or music /video fi le, are 
fi rst downloaded in carry-in devices. When carry-in devices are connected to the vehicles, virus 
and malware invade into the automotive electronics through vehicle entertainment systems 
or vehicle information terminals. In 2011 July, 82.2 million people in the US owned smart-
phones [11]. Also, the number of application downloads on mobile phones is forecasted to reach 
48 billion by 2015 [12]. Even now, many malware of AndroidTM OS smart-phone have been 
detected and they are increased by 472% from 2011 July to 2011 November [13]. Though this 
new type of cyber attack is not effective for the specifi ed vehicles, this type of cyber attacks has 
become a critical threat for DoS (Denial of Service) for large number of unspecifi ed vehicles, 
via anti-social activities. 
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FIGURE 1.  NEW VEHICLE CYBER RISK CAUSED BY CARRY-IN DEVICE CONNECTIVITY

3. ASSESSMENT OF NEW VEHICLE CYBER RISK

There are already many tools that can assess cyber security vulnerabilities. CVSS (Common 
Vulnerability Scoring System) calculator can score the cyber security vulnerability of systems 
or products with simple inputs and operations [14]. FIGURE II shows the vulnerability scores 
of the above mentioned new cyber risk by using this CVSS calculator. CVSS calculator 
assesses the highest severity-level of cyber risk as, “Level-3 (hazardous) - 8.9 of 10”, due to 
its vulnerability against remote cyber attacks, lack of monitoring or protection mechanisms, 
wideness of damaged locations and the hazard of drivers, passengers or pedestrians lives. 

FIGURE 2. OUTPUT OF CVSS (VERSION 2.0) 
ABOUT CYBER RISKS CAUSED BY VEHICLE /CARRY-IN DEVICE CONNECTIVITY [14]

We have also estimated rough damages of this new emerging cyber risk with our assumption. 
First of all, 376,000 of one popular model vehicles were sold in the US and Canada, only 
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for year 2009. We assume that N [%] of these vehicles, i.e. (3,760 * N) vehicles are infected 
with virus. If we assume that 50% of these infected vehicles caused single-car-crashes and 
another 50% of these infected vehicles caused 2-cars-crashes, a total of (5,640 * N) vehicles are 
involved in crashes caused by this cyber risk. To more on, if we assume that average passenger 
number (including a driver) per vehicle is 1.5, a total of (8,460 * N) persons are involved in 
these crashes. If 50% of these (8,460 * N) persons would been killed or severely injured, the 
total number of fatalities or injuries would reach (4,230 * N). If we estimate an average of 
$10k fi nancial damage per vehicle is involved in these crashes, including road facility damages 
(excluding fatality or injury damages), the total fi nancial damage will reach ($56M * N). Table 
II shows these rough calculations based on our assumptions.

Table III shows the infection rates, N [%] vs. fatalities /injuries and fi nancial damage estimations. 
Under the condition that N [%] is 1 [%], total number of fatalities and injuries becomes 4,230. 
This number is similarly equal to the total pedestrian traffi c fatalities in the US per year (2008) 
and roughly 10% of all traffi c fatalities in the US nationwide per year (2008) [15]. Besides, the 
total fi nancial damage estimation reaches $56M, under the same condition.

TABLE II. ROUGH DAMAGE CALCULATION 
(CAUSED BY VEHICLE /CARRY-IN DEVICE CONNECTIVITY)
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TABLE III. ROUGH DAMAGE ESTIMATION
(CAUSED BY VEHICLE /CARRY-IN DEVICE CONNECTIVITY) 

4. APPROACH FOR VEHICLE CYBER SECURITY

A. Reference: Approaches in Computer Cyber Security
In general, computer cyber security consists of encryption and certifi cate management. There 
are two types of encryptions, which are public key cryptosystem and common key cryptosystem 

[16]. Initially, public key cryptosystem, for example, RSA or DH (Diffi e Hellman) is used 
to exchange small data, such as common keys in common key cryptosystem, for example, 
DES (Data Encryption Standards) or AES (Advanced Encryption Standards). Once a data 
sender and a data receiver can share with a common key, encrypted data with the common 
key can be exchanged between the sender and the receiver securely. Considering the balance 
between the required security level and durations of encryption and decryption (that depend 
on computational performance), a proper encryption algorithm is selected. Normally, current 
encryption algorithms cannot be broken within a reasonable time by existing ordinary 
computational performance [17]. 

A certifi cate-authority (also called as certifi cation-anchor, certifi cation-centre or trust-anchor) 
is monitoring whether a carry-in device is infected or under extraordinary conditions (FIGURE 
III). After a certifi cate-authority verifi es a carry-in device condition, the certifi cate-authority 
can provide a certifi cate to the carry-in device without any issues. The carry-in devices with 
valid certifi cates can then connect to computers securely after a computer checks carry-in 
device certifi cates. In some security systems, a certifi cation-authority distributes the revocation 
list, which includes names of carry-in devices with problems, so the revocation list can avoid 
the communication between carry-in devices with falsifi ed certifi cates. This technique is called 
as “Remote (software) certifi cation (=attestation) [18]. Secure boot is one different type of 
approach of certifi cate management system. It allows only signed software to run at the initial 
booting [19]. Though manufactures or system vendors cannot always track status of carry-in 
devices, because carry-in devices are connected at various locations, to various access points, 
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and to various usages, Thus, computer network can be protected against cyber attacks by using 
the certifi cate management system.

FIGURE 3.  BASIC CONFIGURATION FOR COMPUTER CYBER SECURITY

B. US Government Initiatives
In the US federal government, mainly ICS-CERT(Industrial Control Systems Cyber Energy 
Response Team) in US DHS(Department of Homeland Security) is leading cyber security 
of industrial facilities, such as electric plants, electric-grids, water-lines and others, as well 
as all of the transportation systems, such as stations, trains, airport, airplanes, roads, bridges, 
vehicles, fl eet and others. Recently US DOT(Department of Transportation) started cyber 
security activities in transportation areas. In August 2011, US DOT issued RFI(Request For 
Information) about vehicle cyber security, to collect information in this topic widely from 
automotive industry, IT industry, academia and others [20]. In December 2011, US DOT 
provided the fi rst web seminar about cyber security, - “Introduction to Cyber Security Issues 
for Transportation”3, and over 200 audiences joined it in real time. Besides, NHTSA(National 
Highway Transportation Safety Agency) of US DOT is strongly concerned about cyber security 
of automotive electronics [21]. Even TRB(Transportation Research Board) of NSF(National 
Science Foundation) established “Cyber security Subcommittee” under “Critical Transportation 
Infrastructure Protection Committee (committee number ABE40). This new subcommittee 
will cover cyber security for all transportation modes, such as aviation, airports, trains, rails, 
stations, transit, road infrastructure, vehicles, trucks, fl eets and others, with communicating 
between other TRB committees or related US DOT organizations.

C.  Key Players for Vehicle Cyber Security
Table IV shows government or public automotive research projects related with cyber security 
in the US and Europe. Right columns show security experts in each research project. As you can 
see, cyber security experts have already started research activities for the entire vehicle cyber 
security, such as vehicle-to-vehicle communication, MCU (Micro Controller Unit) protection 
and others [22-30].
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TABLE IV. SECURITY PLAYERS FOR AUTOMOTIVE RESEARCH PROJECTS

5. KEY FINDINGS AND SUGGESTIONS

A. Cyber Security Diffi culties in Automotive Electronics
The certifi cate management system mentioned in the previous chapter can protect automotive 
electronics against ordinary cyber attacks, however new types or skilful virus or malware 
cannot be detected by a certifi cates-authority. In computer cyber security, virus or malware 
protection software is updated when a new virus or malware emerges. But, the fi rst diffi culty 
of automotive electronics is that online software updates have not prevailed yet, because of the 
limited vehicle external connectivity and risks caused by incomplete software updates [19].

The second diffi culty in vehicle cyber security is that automotive electronics have lower 
computational performance than ordinary computers, because of the high endurance 
(temperature, humidity, vibration and others) and longer vehicle life-cycle (over 10 years) 
compared to a computers’ one (average 3 years). Then, in automotive electronics, old-generation 
MCU(Micro Controller Unit)s with low computational performance have to compete with 
hackers’ latest-generation computers with high computational performance [4,31]. Therefore, 
cyber security, such as encryption or certifi cate management for automotive electronics has 
a higher risk to be broken in than ordinary computers’ cyber security, because of the large 
computational performance difference between automotive electronics MCU(Micro Controller 
Unit)s and hackers’ computers. Though secure encryption key storage is a very effective 
security method in ordinary computer cyber security, an encryption key has a higher risk to be 
stolen in automotive electronics, for the same reason. Once an encryption key is stolen, data 
inside or on the communication channels will be exposed. Furthermore, in the case that vehicles 
communicate with each other for crash avoidance (Figure 4), only limited encryption and 
certifi cate management are available, because of the time constrain (100 millisecond order). 
Due to the fi rst and second diffi culties, in general automotive electronics have higher risks to be 
infected than ordinary computers. Thus, counter measures for infected automotive electronics 
are more important than counter measures to avoid being infected, as compared to ordinary 
computer cyber security cases.
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FIGURE 4. DIFFICULTY – (A) VEHICLE-TO-VEHICLE COMMUNICATION FOR CRASH AVOIDANCE

As for the third diffi culty, the status of automotive electronics is more diffi cult to be monitored 
by a certifi cate-authority, as “Always-on connection” is not available yet. Especially, in the case 
if the vehicle can be connected externally only through a mobile phone (Figure 5). Once this 
mobile phone has been infected, this vehicle cannot receive diagnosis or treatment through the 
network. Though counter measures after infection are important in automotive electronics, a 
certifi cate authority cannot always monitor the status of automotive electronics, because of this 
diffi culty. Therefore, in automotive electronics, the infection or extraordinary situation have to 
be detected within a vehicle. Another option is to trap virus or malware within a limited vehicle 
area, once a virus or malware enters in a vehicle to minimize the damages. 

FIGURE 5. DIFFICULTY – (B) VEHICLE CONNECT THRU MOBILE-PHONE

In computer cyber security, DoS (Denial of Services) cyber risks can be reduced by treatment 
or isolates the infected computers, However as the last (forth) critical diffi culty of automotive 
electronics, even if a small number of vehicles are infected, an infected vehicle can still threaten 
the drivers and passengers’ lives. Because of this reason, even when automotive electronics are 
infected, vehicles safety should be maintained. Last but not the least, we should focus more on 
avoiding safety risks that threaten driver or passenger lives. In other words, we should analyse 
what happens when automotive electronics are infected and feedback these review results to 
vehicle designs.
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B. Suggestions for Vehicle Cyber Security

FIGURE 6. SUGGESTED CONCEPT FOR VEHICLE CYBER SECURITY

Figure 6 shows our basic suggestion with the consideration of the above mentioned diffi culties. 
First, carry-in devices, such as smart-phones, portable music players or vulnerable mass-
production computing devices, have high possibilities of being infected, because of various 
usages /applications, various places where they are been used and various access points. 
Therefore, virus or malware should be protected after point (A). However because of the 
limited computational performance and the limited connectivity of automotive electronics, it is 
diffi cult to protect against virus or malware at point (A), For these reasons, the fi rst suggestion 
is to avoid virus or malware invasion into safety critical components or areas at point (B). 
One basic approach is to divide safety critical domains (areas, networks or components) from 
informative and convenient domains that have higher risks to be infected with more frequent 
external connectivity. Even if physical domain partitioning is diffi cult, logical partitioning, such 
as gateway insertion or virtual partitioning can be one of the approaches [4]. For the same 
purpose, hardware roles and software roles should be examined to avoid software manipulation 
caused by cyber attacks [19].

As for the second suggestion, even if virus or malware invade safety critical areas, it is 
very important to detect infection or abnormal condition quickly, and to inform them to the 
driver. This approach avoids critical accidents that threaten driver or passenger lives. So, the 
infection or extraordinary situation is supposed to be detected within a vehicle, because of 
the limited vehicle external connectivity. In other words, “Self-diagnosis”, “Self-detection” 
and “Self-warning” are more important. It is value that many automotive electronics devices 
or components are monitoring their individual status periodically and immediately warning 
drivers when something happen.

The last suggestion is to maintain safety even if safety critical components are infected. We 
should review what happens when automotive electronics are infected and feedback these 
review results to vehicle designs. As one example, when automotive electronics are infected, 
minimum fail-tolerance operations, such as, braking, stopping engines and opening the doors 
from inside, etc, are very effective to keep track. In this process, the concept of functional safety 
is very useful. 



390

6. CONCLUSIONS AND NEXT STEPS

The growth of vehicle carry-in devices, such as smart-phones, portable silicon music-players 
and others are changing the paradigm of vehicle cyber risk. In the new emerging vehicle 
cyber risk, fi rst, virus and malware are attached to applications or music /video fi le, and are 
downloaded to in carry-in devices, they then invade into automotive electronics (Figure 1). 
We assessed the vulnerability of this new emerging cyber risk by using a public cyber risk 
assessment tool (CVSS: Common Vulnerability Scoring System) [14] (FIGURE II), and also 
estimated the rough damages of this cyber risk based on our assumptions (Table II and Table 
III). 

Comparing to ordinary computers, vehicle cyber security has many diffi culties, such as 
“Limited connectivity”, “Low computational performance” “Diffi culty to monitor status of 
automotive electronics” and “Critical risk for drivers or passengers lives”. As a consequence, 
counter measures after automotive electronics are infected, are more important than counter 
measures to avoid being infected. At the fi rst plan, when virus or malware invade automotive 
electronics, safety critical components or areas, such as powertrain, braking and steering should 
be protected.  Even if virus or malwares invade into safety critical areas, abnormal condition 
should be detected and be informed to a driver, quickly. Finally, when virus or malware invades 
into safety critical areas, at least, critical accidents that can threaten drivers or passengers’ lives 
should be avoided. 

In this paper, we have introduced risk analysis and problem fi ndings. On a whole, as the next 
step, we are planning further the study on counter measures against this new cyber risk, and keep 
track with related governments initiatives, standards, researches and other activities worldwide.
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Sensing for Suspicion 
at Scale: A Bayesian 
Approach for Cyber 
Confl ict Attribution and 
Reasoning

Abstract: Cyber confl ict monitoring remains one of the biggest challenges today, amidst 
increasing scaling up of cyberspace in terms of size, bandwidth and volume. Added to this, the 
increased determination of cyber actors to operate beneath the threshold makes it ever more 
diffi cult to identify unauthorised activities with desired levels of certainty and demonstrability. 
We acknowledge a case for persistent and pervasive monitoring; detection of serious sabotage 
and espionage activities, however, is dependent, in part, upon the ability to maintain traffi c 
history over extended periods of time, somewhat beyond current computational and operational 
constraints. This makes it crucial for research in cyber monitoring infrastructures, which are 
confi gured to handle cyberspace at live and modern scale and sense suspicious activity for 
further investigation. This paper explores Bayesian methods together with statistical normality 
to judge for effective activity attribution, particularly in high-volume high-scale environments, 
by combining both prior and posterior knowledge in the scenario. The set of experiments 
presented in this paper provides tactical and operational principles for systematic and effi cient 
profi ling and attribution of activity. Such principles serve a useful purpose for technologists 
and policy-makers who want to monitor cyberspace for suspicious and malicious behaviour, 
and narrow down to likely sources. The proposed approach is domain agnostic and hence of 
interest to a cross-disciplinary audience interested in technology, policy and legal aspects of 
cyber defence.
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1. INTRODUCTION

Cyber confl icts are increasingly a part of mainstream warfare. Attribution of cyber activity 
— “knowing who is attacking you” or “determining the identity or location of an attacker 
or an attacker’s intermediary” [1,2,3] – is naturally a vital ingredient in any cyber security 
strategy. Parker claims that ‘a common problem with many analysis tools and techniques today 
is that they are simply not designed for purposes of attribution’ [4]. According to [5,6], although 
current approaches are capable of alerting to suspicious activities, they are failing in this 
information age because when computers are under attack, the ‘who’ and ‘why’ are frequently 
unknown. Many researchers claim that completely depending on information derived from 
network traces will do little for cyber confl ict attribution and detection, mainly due to the nature 
of Internet infrastructure, and therefore there is a need for approaches that combine technical 
solutions data with the information gathered from contextual analysis and intelligent services 
(combining prior belief with posterior knowledge) [7]. This paper aims to address this challenge 
and presents work ultimately contributing towards this goal. 

Reconnaissance, the fi rst phase of the anatomy of a cyber attack, can be further sub-divided into 
three incremental stages: casing, scanning, and enumeration. It is diffi cult to tackle suspicious 
activities at the casing stage, as everything seems to be legitimate. However in the second stage, 
scanning, the attacker attempts to send packets to the target IP address (range of IP addresses) 
with the goal of determining what machines are presented and reachable (ports) on the target 
network.  Two most common examples of scans, among many others, are ‘pings-ICMP’ and 
‘SYN-TCP’. This offers a starting-point for detection of potentially suspicious activity. For 
enumeration, the attacker may follow up with various kinds of attempts to identify services. 
The detection of scan and enumeration attempts is made more diffi cult as attackers increasingly 
use slow scan rates to stay beneath the threshold. If an attacker is methodical enough to make 
only the slightest of changes at any one time and each step is spaced far enough apart, it will be 
diffi cult to detect by traditional signature matching algorithms. Often, network-based intrusions 
signatures are state-full and require several pieces of data to match an attack signature. If 
the length of event horizon (time amount from the initial data piece to the fi nal data piece 
needed to complete the attack signature) is longer, intrusion detection systems (IDSs) cannot 
maintain state information indefi nitely without eventually running out of resources. This helps 
slow attackers to hide behind noise and other traffi c. Most current approaches do not track 
activity over an extended period of time, due to computational constraints and disc storage 
requirements. This paper develops an approach to serve as an early warning system for slow 
suspicious activities that warrant further investigation.

This work is inspired by Chivers et al.’s work [8,9] to adopt a Bayesian approach to combine 
both prior and posterior knowledge in the scenario and detect (with attribution) slow and 
suspicious activities in a cyber confl ict. The series of experiments examines the effectiveness 
of such an approach under different parameters: multiple attackers, traffi c volume, cluster size 
and event sampling.

The rest of this paper is organised as follows: Section 2 presents a brief overview of related 
work; Section 3 presents the underlying methodology and the theoretical account of the process; 
Section 4 overviews the experimental set up and Section 5 follows up with results and analysis. 
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Section 6 presents some early results on possible use of sampling. Section 7 concludes the 
paper.

2. RELATED WORK

Although a considerable number of anomalies-based intrusion detection approaches have been 
proposed during the last two decades, many of them are general in nature and quite simple 

[10-12]. They fail in attributing, in accumulating evidence, and also in scaling up. Since our 
approach accumulates evidence (both contextual and technical traits) over an extended period 
of time and uses that information to identify aberrant behaviours (see Sections 3 and 4) it differs 
from most of the above existing approaches, and can be known as an incremental anomaly 
detection approach. Based on an exhaustive survey of published incremental anomaly detection 
approaches, Bhuyan et al. conclude that most existing approaches have a high rate of false 
alarms, are non-scalable, and are not fi t for deployment in high-speed networks [13]. On that 
perspective, the proposed approach differs from existing incremental approaches, since this 
is scalable in terms of storage and possible to incorporate with live analysis on high-speed 
networks. The proposed approach requires maintaining only a single value for a given node. 
Most of the current intrusion detection approaches do not accommodate integrating contextual 
information with attack detection and attribution and are heavily dependent on technical 
traits only [13-20]. Hence, our approach is signifi cantly different from most of the existing 
approaches. However [8-12,22-24] can be identifi ed as deviations from the current general and 
quite simple systems. 

Kandias et al. propose a model to integrate the user’s technological traits with data obtained 
from psychometric tests [24]. Although the authors focus on insider attacks, the core idea in 
their paper coincides (to some extent) with our work, since they do not depend completely on 
network traces. They combine users’ (psychological) profi les with technical data. However, 
their model is highly subjective, organisationally dependent and does not accommodate any 
information gathered from contextual analysis. Most importantly, it cannot be applied to profi le 
non-human actors. In contrast, ours can be used to profi le human, non-human or even virtual 
actors and can be extended to accommodate a wide range of contextual information. 

Chivers et al. provide a scalable solution to identify suspicious slow insider activities, combining 
evidence from multiple sources using the well-known Bayes’ formula [8,9]. Although similarly 
motivated, our work mainly differs from the decision criteria used for the analysis as described 
in Section 3 and from the target domain. Also, we have discussed the possibility of extending 
the same formula to integrate contextual information on detection.  Chivers et al. distinguish 
between anomaly and normal behaviours by setting a control (base line) and choosing the 
one most deviant from the control as an attacker. This is not practical, as it is very hard 
setting a predefi ned baseline for node behaviours and the authors have not discussed it. As we 
identifi ed, when there are more than one attacker in a subnet with higher variations of nodes 
behaviours, this decision criterion does not work well. Comparison across subnets (i.e. using 
a common baseline for all subnets) is also problematic. Identifying anomaly nodes through 
visually inspected row score graphs is another issue in Chivers et al.’s work. Such a decision 
can be affected by even dimensions of the drawing canvas in a situation where there is a higher 
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variation in parameter values. In such a situation, standardisation of node scores should be 
performed, before any comparison, which has been ignored by their work. However Chivers 
et al. themselves identify a need for different decision criteria other than the Maximum score 
function method they used. We have incorporated the concept of statistical normality into our 
work when addressing these issues. 

Basu et al. propose an approach which uses connection-based windows to detect low-profi le 
attacks with a confi dence measure while Streilein et al. use multiple neural network classifi ers 
to detect stealthy probes [22,23].  [21,24,29] can be identifi ed as much more similar studies 
to Chivers et al.’s work. In [23,24], users are profi led according to their behaviour and that 
information is used to identify users who require further investigations. Evidence accumulation 
as a means of detecting slow activities has been proposed by [21]. All the above approaches, 
except [8,9,21], require the storage of large volumes of event data for later analysis, and hence 
differ from our work. [21] differs from our work as it uses a counting algorithm instead of 
the Bayesian approach and also in its decision criteria. Importantly, all the above approaches, 
except [24], are profi ling the suspected origins based on technical solution data only. Since 
our aim is not only to propose an effi cient attribution methodology but also to conduct an 
investigation of its effectiveness under different conditions, certainly this work signifi cantly 
differs from all the above works.

3. METHODOLOGY

We address the problem by dividing it into two separate smaller sub-problems: Evidence 
fusion & aggregation (Accumulation) and Analysis (Anomaly defi nition) assuming that exiting 
signature detection algorithms could be employed to detect the events (signature elements) of 
an attack pattern. The term node is used in this paper to denote anything in terms of identities, 
which can be a user, machine, account number or a location (physical or virtual), essentially the 
visibility source of a potential attack [2,3].

A. Evidence fusion & aggregation
According to Brackney et al., integrating information from many sources in a manageable and 
scalable fashion, in order to identify patient attackers, is still an important open question [18]. 
Chivers et al. claim that combining events from one or more sensors (possibly of various types) 
while reducing data without adversely impacting detection is a major challenge [8,9]. Both 
statements are talking about ‘Evidence fusion & aggregation’. Chivers et al. use a Bayesian 
approach, while [21] uses a counting algorithm for this purpose. However [8,9] show that the 
Bayesian approach is superior to the counting algorithm. At this stage, we also used the simple 
Bayes’ formula for evidence fusion, as described in the next sub-section. Jiang et al. show that 
probabilistic correlation works well in noisy environments [28]. However, investigating ways 
to apply other possible methods, instead of the simple Bayes’ formula, such as Bayesian Belief 
network, Kernel Density Estimation (KDE), Dempster-Shafer theorem, Kalman Filter, Viterbi 
algorithm, Gi*, Evidential reasoning, Logic based fusion, Preference aggregation, Neural 
networks, Ontology & category theory for this task would be interesting and is left as future 
work in this ongoing work.
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Bayesian approach
The posterior probability of the hypothesis Hk given that E is given by the well known formula: 

 

In order to fi t this formula into our case, let Hk: hypothesise that kth Node is an attacker and E 
={e1,e2,e3,...,em} the set of all suspicious evidence observed against node k during time t from m 
different independent observation spaces. Here P(E) is the probability of producing suspicious 
events by node k, but on its own is diffi cult to calculate. This can be avoided by using the law 
of total probability and reformatted (1) as:

 

For independent observations, the joint posterior probability distribution:

 

Once we observed E from node k, to calculate the posterior probability of node k being an 
attacker p(Hk/E),  it is necessary to estimate:

1. p(ej/Hi) - likelihood of the event ej given the hypothesis Hi and,
2. p(Hi) - prior probability 

Assuming that we know the prior and likelihoods, it is obvious that (3) facilitates to combine 
evidence from multiple sources (contextual information) to a single value (posterior probability) 
which describes our belief, during a short observation period, that node k is an attacker given E. 
Aggregating short period estimations over time helps to accumulate relatively weak evidence 
for long periods. This accumulated probability term, Ʃt p(Hk/E) (t is time) known as profi le 
value hereafter, can be used as a measurement of the level of suspicion for node k at any given 
time. Schultz et al. claim that profi ling suspected insiders provides one of the best ways of 
reverse engineering an attacker [25]. Although there are some signifi cant differences between 
the characteristics of insiders and outsiders, profi ling can still be used effectively in cyber 
confl ict attribution, as shown in the rest of the paper.

B. Analysis
At any given time, given the profi les of all nodes, detecting suspicious profi les is the analysis 
stage as the attacker’s activity pattern is now refl ected by profi les. Bhuyan et al. claim that 
anomaly detection is usually fl exible and suffi cient to detect both unknown (novel) and known 
attacks [13]. When there is an attacker who violates legitimate users’ activity patterns the 
probability that the attacker’s activity is detected as anomalous should be high. We distinguish 
between anomalous and normal profi les using the concept of statistical normality.

P(Hk/E) = (1)
p(E/Hk) • p(Hk)

p(E)

P(Hk/E) =

P(Hk/E) =

(2)

(3)

p(E/Hk) • p(Hk)

Πj p(ej/Hk) • p(Hk)

Ʃi p(E/Hi) • p(Hi)

Ʃi Πi p(ej/Hi) • p(Hi)
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Statistical Normality
The statistical approach to normality defi nes it in terms of a normal distribution curve. A normal 
curve is a statistical data distribution pattern occurring in many natural processes. As long as 
what is most common (average or most frequent) in the general population is considered as 
normal, any behaviour or characteristic that occurs only rarely can be regarded as abnormal. In 
a normal distribution, node profi les lying outside (around) three standard deviations from the 
mean can be considered as abnormal. This boundary may vary, so one may defi ne abnormality 
beyond two standard deviations from the mean and hence select a wider selection of nodes 
for further investigation. One advantage of this is that confi dence in attribution can also be 
expressed in probability terms. Calculating standardised node profi les (Z-scores) instead of 
node profi les themselves, will resolve the analysis problem better.

4. EXPERIMENTAL SETUP

To demonstrate the proposed approach, a series of experiments were conducted. Simulation was 
used to express network topology and traffi c patterns of interest were generated using NS3 [26], 
assuming Poisson arrival model with inter-arrival time gap between two consecutive events as 
an exponential, to collect data on the characteristics and behaviour of several common network 
reconnaissance tools. Each simulation was run for a reasonable period of time to ensure that 
enough traffi c was generated (over one million events).

A. Network Topology
Figure 1 shows the network topology used for our experiments. A total of 2,122 nodes were 
distributed among four networks labelled A (99 nodes), B (400 nodes), C (800) and D (800 
nodes). In addition, a network dedicated to a server farm was simulated with 23 nodes.

FIGURE 1.  THE NETWORK TOPOLOGY USED FOR EXPERIMENTS. 
SOURCE FOR GRAPHIC SYMBOLS: FUNDAMENTALS OF NETWORK SECURITY GRAPHIC SYMBOLS, 
CISCO NETWORKING ACADEMY PROGRAM (FREELY AVAILABLE ON WWW).
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B. Attacker Modelling
If λs . λ1 are mean rates of generating suspicious events by suspicion and normal nodes 
respectively, we ensured maintaining λs = (λ1 . λ1 + 3√λ1] and λ1(=0.1) suffi ciently smaller 
for all our experiments to characterise slow suspicious activities which aim atstaying beneath 
the threshold and hiding behind the background noise. √λ1 is the standard deviation of rates of 
suspicious events generated by normal nodes. 

C. Parameter Estimation
Prior probabilities and Likelihoods are assigned as follows.

(4) assumes that all nodes in the scene have a same prior belief (equally likely) to be subverted. 
However, this is not the case in many situations. In cyber warfare, as many countries have a cold 
cyber war with other countries [6], one entity may have a higher prior belief of suspicion about 
the activities of another. In networks, an e-commerce server may have a higher chance to be 
subverted than a client node. In a company, an angry programmer attached to the IT department 
could be more dangerous than a loyal employee in the marketing department. Therefore if the 
analyst requires to distinguish between identities (or clusters of identities, for example, in case 
of identity is a geospatial location; a cluster can be a province, a country or even an alliance of 
countries), prior probability can be assigned separately. Since prior probabilities are based on 
previous experiences, p(Hm) can be judged by the analyst, based on the information gathered 
from contextual analysis or intelligent services.

(5) explains the likelihood of producing event ej by any node if it is subverted. For the purpose 
of demonstration, we assigned arbitrary values (≤1) for k. However it can be estimated as 
follows. If ej is an event such as UDP scan or land attack which cannot be expected from 
a non-subverted node, then k can be assigned to one. However, k cannot always be one, for 
some suspicious events that appear as a part of attack signatures could also be originated from 
normal network activities. For example, a major router failure could generate many ICMP 
unreachable messages; an alert of multiple login failures could result from a forgotten password. 
An execution of cmd.exe could be part of a malicious attempt or a legitimate one, as it is 
frequently used by malicious programs to execute commands while it is also frequently used 
by legitimate users during their normal day-to-day operations. The question is how to estimate 
p(ej/Hm) if ej becomes such an observation (true positives)? One possible answer would be 
using IDS evaluation datasets such as ISCX 2012 [32] or DARPA as corpuses and using similar 
techniques used in the natural language processing domain.  Chivers et al. claim that, in some 
cases, the historical rate of occurrences of certain attacks is known and can be used to estimate 
the likelihood that certain events derive from such attacks or it may be suffi cient to quantify 

P(Hm) = P(Hn) =

p(ej/Hm) = p(ej/Hn) = k,      for all j, m, n and m ≠ n

(4)

(5)

1
Number of nodes in the scene

, for all m, n and m ≠ n
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these frequencies, in a similar way to estimating risk likelihoods, to an accuracy of an order of 
magnitude [9].

5. RESULTS AND ANALYSIS

In this section, experimental results are presented along with the analysis. 

A. Identifying Suspicious Nodes
The proposed approach was tested against 25 (=5x5) test cases, varying subnet sizes 
{25,50,100,250,500} and number of attackers {1,2,4,7,10}, and it was observed that the 
proposed approach detected slow attackers well in all 25 cases.  Due to space constraint only 
one test case, 100 size subnet with four attackers, is listed here. 

Four low rate attackers were located in a 100 size subnet of network B. All clients generated 
innocent events (events such as forgotten password etc.) while four attackers generated low rate 
attack (reconnaissance) events. At each time point, node profi les were calculated for all 100 
nodes in the subnet and converted to Z-scores. Node profi les and Z- scores were plotted as in 
Figures 2 and 3 respectively. 

1) Maximum Score approach
As mentioned in Section 2, selecting suspicious nodes by looking at raw node profi les is 
problematic when there is more than one suspicious node.  Although all suspicious nodes 
are above the Max line (after some time), setting this Max is problematic in real world 
implementations.

FIGURE 2. CUMULATIVE PROBABILITIES (NODE PROFILES), S1,S2,S3,S4 DENOTE ATTACKERS. 
MIN AND MAX REPRESENT THE MINIMUM AND MAXIMUM Z-SCORES OF NORMAL NODES AT 
EACH TIME POINT.
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2) Z-Score approach
Attackers are always above or near around three standard deviations from the mean, and most 
importantly, there is a clear visual separation between a set of normal nodes and anomaly nodes. 
Graphs become more stable by the time (i.e. assuming stationary status), which means the 
proposed decision criteria are better for distinguishing anomalous profi les from normal profi les 
than the ‘Maximum score approach’. 

FIGURE 3. Z-SCORES OF NODE PROFILES. S1,S2,S3,S4 REPRESENT SUSPICIOUS NODES. 
MIN AND MAX REPRESENT THE MINIMUM AND MAXIMUM Z-SCORES OF NORMAL NODES AT EACH TIME POINT.

3) Best and worst cases
To investigate how the proposed approach works with best and worst cases, the above 
experiment was repeated twice, fi rst without any attackers and then with all subverted nodes, 
and obtained the similar graphs as in Figure 4 in both cases. Most of the nodes are nearly 
between three standard deviations from the mean, and none of the nodes can be seen clearly 
separated from the majority. However this would not be a problem. If an analyst sees a similar 
graph, it would be safe to assume that all nodes are subverted (instead of assuming they are free 
of attackers) and to do further investigations on one or two nodes to verify. If investigated nodes 
are attackers it is reasonable to consider that all nodes are attackers or vice versa.

FIGURE 4. Z-SCORES OF NODE PROFILES, NO ATTACKERS, 100 SIZED SUBNET.
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4) Node behaviour
To investigate how proposed Z-score graphs refl ect the behaviour of nodes (identities), three 
attacker nodes were located in a 50 size subnet in network D. All others were innocents. Two 
out of three attackers stopped their reconnaissance attempts at 200 and 300 times respectively. 
As shown in Figure 5, when an attacker node changes its behaviour the relevant Z-score graph 
responds to that behaviour by changing its direction. 

FIGURE 5. Z- SCORE GRAPHS ARE SENSITIVE TO NODE BEHAVIOUR. 
S1,S2,S3 ARE SUSPICIOUS NODES. ALL OTHERS ARE INNOCENTS.

B. Attacker Localisation
In a situation, there are multiple suspected sites to be investigated (e.g. different actors, 
subnets, LANs, locations etc) and determining the centres of attention would be problematic.  
Localisation of attackers’ identities as much as possible, at least for an intermediary level, or 
choosing the smallest subset in which an attacker may be located, would greatly save the cost 
and time to be spent on investigations. To investigate the capability of the proposed approach 
herein: one attacker was placed in a subnet of network C. Scores were assigned (profi ling) the 
Gateways of each subnet, using the formula:

assuming each reconnaissance event can be reverse engineering only up to the gateways. They 
were converted to the Z-scores and Figure 6 was obtained. GA, GB, GC and GD are gateways 
of networks A, B, C and D respectively.

Gateway score =
Cumulative Score

Number of nodes in the subnet
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FIGURE 6. Z – SCORES OF GATEWAY SCORE OF EACH NETWOK.

Figure 6 proves the proposed approach useful in attacker localisation.

C. Network Parameters
In this section we investigate how different network parameters affect the attribution of slow 
activities.

1) Traffi c Volume
An attacker was located in a 51 size subnet of Network C and generated events. The same 
experiment was repeated six times, keeping all parameters unchanged except the attacker’s 
traffi c volume. If the attacker’s traffi c volume is V the fi rst time, then at each repetition the 
attacker’s traffi c volume was incremented by one time as 2V, 3V, ...,7V. For each experimental 
run, the deviation of attacker’s profi le value from the average of normal (statistical norm) was 
calculated. Then the standardised deviations (z-scores of deviations) are plotted as in Figure 7. 
The graph tells us: ‘the higher the traffi c volume generated by attacker, the easier his detection 
will be.’
 
FIGURE 7. Z-SCORES OF DEVIATIONS OF CUMULATIVE NODE SCORES.
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2) Cluster Size
To investigate how the identities’ cluster size (here subnet size) affects detection, an attacker 
was located in a 500 size subnet and the same experiment was repeated six times by keeping 
all other parameters, except the subnet size, unchanged. Subnet size was changed to 400, 300, 
200, 100, 50 and 25 at each experimental run and the graphs in Figures 8, 9 and 10 were 
obtained. Figure 8 and 9 say ‘attackers have less chance to hide behind innocent events, when 
the cluster size decreases.’ It is further reinforced by Figure 10 saying ‘the smaller the cluster 
size, the better for detection of suspicious slow activities’ in terms of security. But, in practice, 
it should be noted that partitioning a network into very small subnets would not be a feasible 
solution sometimes, as it depends on several other factors such as resources availability and 
user requirements. Figure 10 also suggests that ‘going beyond 100 size cluster would not make 
any real sense in terms of detection.’ 

FIGURE 8. PERCENTAGES (%) OF SUSPICIOUS EVENTS GENERATED BY ALL INNOCENTS.

FIGURE 9. PERCENTAGES (%) OF SUSPICIOUS EVENTS GENERATED BY ATTACKER.

The authors would like to reiterate that a subnet equals a cluster of identities. For example, in a 
case of cold cyber war or in an attack like the well-known Georgia 2008 case, a cluster can be 
a country or a region of a suspected country and identity can be any physical or virtual location 
within that country or region.
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FIGURE 10. Z – SCORES OF ATTACKER’S DEVIATIONS FROM THE AVERAGE.

3) Number of Attackers
Keeping all conditions unchanged, except number of attackers, the same experiment was 
repeated twice, fi rst with two attackers and then with seven attackers. The attacker’s node score 
(see Figures 11 and 12) is dependent on ‘the number of attackers in his own subnet’ (compare 
attackers’ Z-scores). This rationalises the usage of ‘Statistical normality’ as the decision criteria 
and suggests defi ning ‘one’s abnormality’ relative to his peers (i.e within the same domain, 
department, similar user group, region, country etc.) would give better results (in terms of 
lower false alarms) than defi ning it universally. Comparison of nodes profi les (as in Figure 2) 
regardless of their subnets would give higher false alarms.

FIGURE 11. Z-SCORE GRAPHS FOR SAME SIZE SUBNETS WITH DIFFERENT 
NUMBER OF ATTACKERS (250 SIZE SUBNET, TWO ATTACKERS)
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FIGURE 12. Z-SCORE GRAPHS FOR SAME SIZE SUBNETS WITH DIFFERENT 
NUMBER OF ATTACKERS (250 SIZE SUBNET, SEVEN ATTACKERS).

6. SAMPLING TECHNIQUES

Many IDSs such as Snort facilitate for logging data in a variety of ways for later analysis, as 
it is an essential part of any intrusion detection activity.  If you are not looking at the logs and 
monitoring the alerts, then effort invested into an IDS can quickly become meaningless [27]. 
In a slow attack environment, logging is crucial as you cannot log everything during longer 
times. The large size/unmanageable nature of the target population is one of the main reasons 
for sampling instead of doing a census. As it is almost similar to the problem the analyst faces 
herein, the simple random sampling technique was used to investigate the usability of sampling 
for data logging in slow-attack environments.

An attacker was located in a subnet of network C and ‘stateless’ attacks events were generated. 
The simulation was allowed to run 1440 time units. The whole period was divided into twelve 
blocks, and within each block, a sample was collected using an R [31] script. Finally, all twelve 
samples were combined together to make one fi nal sample. The same experiment was repeated 
with different sample sizes in order to identify how sample sizes affect ‘detection potential.’ 
Table 1 and Graphs in Figures 13, 14, 15 and 16 show the experimental outcomes. We varied 
the sample sizes from 80% to 0.625% (see Table 1), always half of the previous size.

TABLE I. SAMPLING STATISTICS.

Sample Size as a % of 
population/whole 
observation)

Number of Attack 
Events selected

Number of Innocent 
Events selected

Percentage (%) of 
Attack Events

80

826

260244

0.32

40

420

130235

0.32

20

188

65200

0.29

10

113

32356

0.35

5

56

16043

0.35

2.5

18

8029

0.22

1.25

12

4188

0.29

0.625

6

2026

0.30
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Although the fi tted trend line in Figure 13 shows a very small positive trend between percentage 
of suspicious events and sample size, the real fi gures in the table explain that it would not be 
signifi cant. Interestingly, ‘in each sample, the percentage of suspicious events generated by the 
attacker is almost same as it is in the population (0.3)’ is a good indicator that selected samples 
represent the intended population’s characteristics, regardless of its size. Analyst may choose 
sampling techniques for long-term networking monitoring (it could not be for detection, but 
may be for other purpose of traffi c analysis), deciding the sample size based on the resources 
availability and the intended purpose. 

FIGURE 13. PERCENTAGE OF SUSPICIOUS EVENTS GENERATED BY ATTACKER.

Graphs in Figure 14, 15, 16 show that the analyst can enjoy the population characteristics (in 
terms of this analysis) even if the size of the sample is 5% of the entire data capture. This would 
be a good indicator, why?, if an analyst can reduce his focus by 95% it will reduce the time and 
cost too. However when the sample size is smaller than 2.5% of its population size, anomaly-
based detection methods cannot be used. But the table explains that signature based detection 
methods can still be used, as it contains very few attackers’ signatures. Generally using 10% 
size sample would be an ideal for detecting suspicious slow activities, whether it is based on 
anomaly or signature-based detection methods. However the authors do not generalise the 
optimal sample size as 10%. It could be highly subjective and varied according to the intended 
analysis. Further experiments are needed on this topic. At least at this stage, the authors have 
shown that some population characteristics remain unchanged in samples and, hence there is a 
possibility to use sampling techniques in this domain.

FIGURE 14. Z-SCORES, WHEN THE SAMPLE SIZE IS 10% OF WHOLE TRACE. S REPRESENTS THE 
SUSPICIOUS NODE. MIN AND MAX REPRESENT THE MINIMUM AND MAXIMUM Z-SCORES OF 
NORMAL NODES AT EACH TIME POINT.
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FIGURE 15. Z-SCORES, WHEN THE SAMPLE SIZE IS 5% OF WHOLE TRACE. S REPRESENTS THE 
SUSPICIOUS NODE. MIN AND MAX REPRESENT THE MINIMUM AND MAXIMUM Z-SCORES OF 
NORMAL NODES AT EACH TIME POINT.
 

FIGURE 16. Z-SCORES, WHEN THE SAMPLE SIZE IS 2.5% OF WHOLE TRACE. S REPRESENTS THE 
SUSPICIOUS NODE. MIN AND MAX REPRESENT THE MINIMUM AND MAXIMUM Z-SCORES OF 
NORMAL NODES AT EACH TIME POINT.

7. DISCUSSION

An effi cient method for cyber confl ict attribution (particularly slow activities) and an 
investigation of its effectiveness under different conditions have been provided. Breaking down 
the attribution problem into two sub-problems reduces the complexity of the problem, and 
explores ways to investigate alternative methods. The proposed approach is domain agnostic. 
It can be easily adjusted to use in many aspects of cyber warfare and help in actor intelligence: 
profi ling adversarial technical capabilities; creating linkage between actor groups; tracking 
the supply chain; and differentiating between actors (e.g. state-sponsored or criminal) etc. It 
can be used for profi ling any kind of actors, not only in the cyber domain but also in other 
domains such as crime and juridical sciences. Experimental outcomes and recommendations 
presented in Sections 5 and 6 provide tactical and operational principles for systematic and 
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effi cient profi ling and attribution. They are particularly useful in the capacity planning stage of 
a network design process. Findings of how cluster size affects detection can be incorporated 
with existing clustering based analysis approaches [30,14]. In future, identifying the best 
performance method (among alternative methods such as using sensor fusion algorithms) and 
handling some miscellaneous issues, such as overcoming situations when the source of the 
event is unknown, will be addressed. Based on the idea derived from Section 6, an experiment 
was set up to investigate the possibility of using mobile sensors to slow activity detection. An 
attacker was located in network D. A Finite state automaton (see Figure 17) was used to control 
the sensor mobility (transitions). At any given state, the sensor spends a constant time interval 
for monitoring. Scores were updated only when the sensor had visibility to the target subnet. 

FIGURE 17. FINITE STATE AUTOMATA USED FOR SENSOR MOBILITY, P0=0 AND P1=0.33.

As Figure 18 shows, it can identify the attacker, even using a mobile sensor. This could be 
mainly due to the cumulative nature of the proposed approach and the usage of automaton. 
It should be noted that the transition probabilities (P0, P1) of the above automaton can be 
estimated dynamically, based on evidence at the scene, in order to improve the quality of the 
detection, which is also left for future work. 



410

FIGURE 18. Z-SCORE GRAPH FOR SENSOR MOBILITY. S REPRESENTS THE SUSPICIOUS NODE. MIN 
AND MAX REPRESENT THE MINIMUM AND MAXIMUM Z-SCORES OF NORMAL NODES AT EACH 
TIME POINT.
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The Role of COTS Products 
for High Security Systems

Abstract: Today, economic pressures and decreasing military budgets enforce a revision of 
armament projects. While comprehensive and cost-intense equipment acquisitions could be 
realised during the Cold War, overextension and global economic crisis forced the abatement of 
projects and broad cutbacks of the residual undertakings. 
Based on this, one of the most important tendencies of the last few years is the intense use of 
commercial off-the-shelf products (COTS) and master agreements with the industry. In contrast 
to past armament projects, the necessary hardware and software is no longer designed with 
respect to special military requirements, but products already available on the market are used 
wherever applicable. 
The increasing use of COTS products in all areas of armament is a matter of special importance, 
opening tenuous points of attack. By that, the number of important security incidents has grown 
larger in the past few years even with more and improved security mechanisms like fi rewalls 
and Intrusion Prevention Systems in place. 
On the contrary, through the use of sophisticated and targeted attacks, even highly secured or 
isolated networks and systems can be compromised. Stuxnet or the attacks on RSA and the 
subsequent compromise of Lockheed Martin and other companies of the American defence 
industry are well-known examples. Confi cker was another demonstration of the comprehensive 
infection of secured networks, for example in the Federal Armed Forces or the Royal Navy.
Based on that, a signifi cant security hazard arises which is of essential importance with regard 
to the Cyber Domain. 
This paper analyses the effect of COTS products and proprietary software with respect to 
the security of military systems. Based on the identifi ed endangerments, conclusions for the 
recovery of the security of military information systems are presented and implications for the 
implementation of Cyber Operations are given.
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1. INTRODUCTION

Armament projects are often characterised by their complexity, typically in conjunction with 
high costs for development and acquirement, but also for maintenance during the utilisation 
period. While comprehensive and cost-intensive equipment acquisitions could be realised 
during the Cold War, overextension and the global economic crisis forced the abatement of 
numerous projects and broad cutbacks of the residual undertakings. To be able to reduce costs 
on new and indispensable projects, the use of COTS products and master agreements with the 
industry has been widely used in recent years. Therefore, hardware components are no longer 
designed and optimised for military applications but standard hardware products of the market 
are used wherever possible. On the one hand, this approach enables substantial cost savings, on 
the other hand, numerous problems arise which can often only be recognised at a second glance. 
Through the use of COTS products and widespread proprietary software, various security and 
supply problems are opened up which can endanger the security and availability of systems. 
For example, COTS products can be introduced very quickly without the need of additional 
development costs, but on the other side, there is often no availability guarantee.

Also, numerous systems are using proprietary software, often based on general licences 
concluded for whole organisational areas and running out-of-date versions of operating systems 
and applications. Because of the widespread use of these products in civil everyday life, these 
systems are alluring criminals and numerous malicious programmes are available to attack 
them.

The paper analyses the role of COTS products and proprietary software for high security and 
classifi ed systems with respect to information security (defensive) and information operations 
(offensive). While there was a three-day symposium of NATO in Brussels in the year 2000 
which dealt with COTS products in defence applications [1], the main focus was limited to 
the use of software products. However, numerous important aspects have arisen in the past 
few years and now, especially, the hardware has to be taken into consideration, too. Therefore, 
characteristic properties of COTS products – hardware and software – are presented and their 
vulnerabilities are analysed. After an assessment of the current situation, action needs for 
ensuring the security of the systems and implications for the implementation of information 
operations are given.

The remainder of the paper is organised as followed: First, requirements for high security 
networks and systems are collected in order to scale for the investigation of the role of COTS 
products. After that, the characteristic properties of traditional, custom-made systems as well as 
the aspects of COTS products and general licences are briefl y described. Following, an analysis 
of the relevant aspects arising from the use of COTS products in high security domains and 
cyber operations is given. Based on these results, necessary steps for the current systems in use 
are drawn and conclusions for information operations are given.
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2. HIGH SECURITY SYSTEMS AND NETWORKS

For implementing secure and robust systems and networks, numerous aspects of the 
organisational and technical domain must be considered, e.g. in the areas of management, 
infrastructure, systems and networks (for example, see [2]).

Several guides and recommendations can be used as a guideline to set up secure systems and 
networks, e.g. NIST-SP 800-36 “Guide to Selecting Information Technology Security Products” 

[3] or the NIST-SP 800-23 “Guide to General Server Security” [4]. From the software point of 
view, the basis for a secure system can be a certifi ed Operating System (OS). For the evaluation 
of the security, the Common Criteria (CC) for Information Technology Security Evaluation5 
(ISO/IEC 15408) can be used. After the completion of the security evaluation, an Evaluation 
Assurance Level (EAL) can be achieved, where EAL1 is the lowest (functionally tested) and 
EAL7 is the highest (formally verifi ed design and tested) security level. For example, the 
system XTS-400 Version 6.4.U4 [6] is EAL5+ certifi ed. seL4 [7] has made a formal verifi cation 
of what constitutes the basis for a certifi cation for EAL7. Based on a secure OS, the selection 
of the installed programmes should be minimal and preferably also certifi ed. A minimal set of 
services, protocols and software should be used.

Especially in a high-secure environment with a strict set of allowed services, the possible links 
between systems and servers can be monitored and controlled reliably. The use of monitoring 
software, anti-virus software and Intrusion Detection and Prevention Systems (IDS/IPS) is a 
crucial point for the surveillance of networks. Often, high security systems are isolated from 
other networks, or special devices like data diodes are used to secure them. However, the 
attacks on SCADA networks, e.g. by Stuxnet, demonstrated that offl ine systems and isolated 
networks are still not immune from attack. Therefore, the use of IDSs/IPSs is mandatory also 
for all kinds of critical systems. In particular anomaly-based systems can be of great use: while 
these systems typically suffer from high false alarm rates when used in networks connected to 
the Internet, these false alarms can be greatly reduced in high security networks because of the 
limited set of allowed services and the relatively similar communication processes. Therefore, 
the main reason for false alarms in traditional networks (the presence of new and unknown 
benign behaviour), can be excluded.

Based on the level of needed security, further requirements, for example the use of Tempest-
proof hardware, high-quality cables with special characteristics regarding physical shielding or 
Electro-Magnetic Interference (EMI) fi lters can be necessary. Tempest (discovered by van Eck 
in 1985, therefore, also called van Eck phreaking) is the endangerment of systems because of 
their electromagnetic emanation which can be picked up and evaluated, compromising the data 
processed in a system [8]. All kinds of hardware are at risk, e.g. displays (CRT as well as LCD) 

[9] and keyboards [10]. Also, data cables of disk drives, etc. can be used for tapping. By using 
techniques like SVMs, high detection results can be achieved [11].
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3. TECHNICAL ASPECTS

An important aspect in context with the origin of high costs of designed hardware  is not 
only the development process itself or the low number of manufactured copies, but also the 
guaranteed availability of spare parts for a specifi c period in time. Therefore, the manufacturer 
is forced to keep spare parts or to be able to rebuild specifi c parts after plenty of years. Because 
of the long utilisation period of military equipment of about 10 to 20 years, or even longer, 
this can be a crucial point when using COTS: Problems can arise if spare parts are no longer 
available because of the short life cycles, especially in the area of the computer industry. Also, 
a key design goal of SCSI is the backwards compatibility. Therefore, an Ultra-160 SCSI disc 
should be usable on the bus of a quite old SCSI-1 host adapter. Even though this is possible in 
theory, device compatibility is often reduced in practice, for example because of different types 
of signalling (e.g. high and low voltage differentials). Considering other areas, these problems 
can grow quickly, e.g. see the development of bus architectures in PCs like ISA, VESA Local 
Bus, PCI, AGP, PCI-X and PCIe and their different revisions and (in)compatibilities. Therefore, 
it can be diffi cult to fi nd specifi c spare parts after several years. 

On the other side, the stockpiling of affected material can also be insuffi cient because of 
electrostatic sensitivity. It cannot be guaranteed that these parts are still functional after a long 
time of storage because of different effects, e.g. the behaviour of capacitors. Capacitors are 
passive electrical components, which are used to store energy in an electric fi eld. They are 
used to smooth voltages on printed circuits and power supplies, etc. Typically, they consist of 
two conductive plates, separated by a dielectric. Often, electrolytic capacitors are used which 
permanently have a low loss rate. If these components are stored, the loss rate is increased based 
on chemical processes, e.g. the electrolyte can dry out and the capability of smoothing voltages 
can be reduced. Therefore, the initial current can be so high that the circuit will be destroyed 
when powering on the system after a few months. This effect can but must not appear. The 
quality of aluminium electrolytic capacitors strongly depends on the manufacturing process. 
The residual current behaviour is an important quantity for the recommissioning of a capacitor 
after an intercalation. After creating a direct current, it will be quite high and will subsequently 
drop down to the remaining operational power. However, by switching on the equipment, the 
current made can be so high that the capacitors are destroyed because of the reduced isolation 
capability of the dielectric and, therefore, the high leakage current. If high quality components 
are used, for example high-grade aluminium electrolytic capacitors, the storage time can be up 
to 10 years or even higher; but if only low-quality items are built in, these effects can occur 
even after just a few months.

For example, the impact of quality on the duration of life was analysed by a long-term study 
by Storelab, examining the life-time of hard disc drives (HDDs). For example, the identifi ed 
failure rate of HDDs produced by Seagate was about 56 percent, while that of Hitachi was as 
low as fi ve percent. Also, while the operating time of HDDs of Hitachi was about fi ve years on 
average, that of Seagate drives was only 1.5 to three years, strongly depending on the specifi c 
HDD series [12].

Another aspect is the prohibition of the use of brazing solder in the European Union [13]. 
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From July 2006, new electrical and electronic equipment must not contain lead, mercury and 
some other materials. For servers and storage systems, an exemption was granted until 2010; 
for network infrastructure equipment, e.g. switches, an exemption is still given. However, the 
need for using other (lead-free) materials for solder in the area of servers can have extensive 
consequences because the lifespan of the solder joints will be greatly reduced if they are not 
executed perfectly. For example, the Xbox 360 has had hardware failures in up to 50 percent 
of all sold units in 2006 based on problems with the lead-free solid used. This must not happen 
if high-quality components are used; however, because of the fi nancial pressure and, therefore, 
the use of COTS, often cheap products are bought and integrated without an investigation of the 
installed components. Therefore, spare parts purchased at the date of the introduction of a new 
system can already be defective at the time of installation if they are stored for a long period. 
Also, inadequate air conditioning and storage can additionally reduce the lifetime of the spare 
parts.

Another endangerment is the used COTS hardware itself, because design and fabrication of 
Integrated Circuits (ICs) are typically performed by different companies to reduce costs of the 
fabrication process. Often only limited or no control of the manufacturing process is possible 
and a modifi cation of the original design is possible. One cannot say if the specifi cations of 
a circuit contain all implemented functions or if the manufacturer retains some information. 
A trivial example is an Athlon-XP processor built by AMD, where a hacker found four 
undocumented Machine State Registers in 2010 which only could be read out after setting the 
Extended Destination Index to a specifi c value and which can be used for debugging purposes, 
etc. [14]. After a request, AMD confi rmed the existence of undocumented registers, however, 
they emphasised that this is common practice for hardware testing and development. While no 
security vulnerabilities have been opened up by these registers, this example demonstrates the 
possibility of hidden hardware functions. To overcome this shortcoming, Bloom et al. proposed 
an approach to increase the trust in IC fabrication by logging forensic information of the 
fabrication process and printing the information on the chips, therefore, enabling an examination 
of deviations of the chip from the original design [15]. However, the implementation of the 
proposed systems requires a comprehensive adaption of the complete IC supply chain and 
manufacturing process for the integration of the use of a Trusted Platform Module (TPM) and 
corresponding runtime software. Also, several issues are not covered by the proposed approach, 
e.g. an insertion of trojan circuits cannot be detected, which is crucial when trying to verify the 
correct system behaviour of COTS in high-security systems.

Another aspect is the endangerment by pre-installed backdoors or data leakage which can be 
hard to detect. By the use of covert channels or techniques like steganography, an outward 
transfer of data can be realised which is able to easily bypass security systems. Not only can 
the Central Processing Unit (CPU) be manipulated in this way, but also components like 
the network interface card (NIC): For example, 3Com published the 3CR990 series in 2001 
(after being taken over by Hewlett Packard in 2010, renamed to HP Secure), which integrates 
fi rewall functionalities directly onto the NIC. This could be a predestined point to intervene 
into the communication and leak data, almost impossible to detect by the server itself and only 
detectable by a comprehensive statistical analysis of the network traffi c. For example, the timing 
of events can be perturbed to covertly transmit data [16], or covert channels can be encoded 
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directly by network packet delays [17]. An overview of covert channels and corresponding 
countermeasures is given in [18].

In particular, the consideration of the hardware is crucial, because the use of an EAL7-certifi ed 
system is performed ad absurdum if the underlying hardware cannot be tested. It must be 
remembered that special security elements like a TPM chip are subject to the same problem, 
too, and that the correct behaviour has to be verifi ed for the whole system, which is almost 
impossible in hindsight.

Further aspects are the software and algorithms in use. Considering government or large company 
projects, often master agreements are concluded – typically with market leaders of proprietary 
(COTS) software. On the other side, the open-source market offers a comprehensive collection 
of all kinds of software and algorithms. Here, two philosophies face each other: security gained 
by keeping an algorithm, programme, etc. secret and not giving any information about its 
functionality vs. opening the underlying algorithms and techniques for public examination and 
discussion. While the former is also known as “Security by Obscurity” and endorsed by some 
public institutions and industrial companies, the latter one is typically supported by scientists. 
Presenting an algorithm to research enables the possibility of identifying weaknesses of the 
design, etc. Various examples over the past few years have demonstrated that the secrecy of 
algorithms cannot be ensured permanently and that uncovering erroneous designs can have 
serious consequences, e.g. as seen by the reverse-engineering of the Crypto-1 algorithm of the 
Mifare-Classic RFID tags [19]. Even when Security by Obscurity can be used to temporarily 
disguise some limited information, like details about the infrastructure [20], using open-
source and the scientifi c power of the community is a more promising way to gain security, as 
demonstrated by Hoepman et al. [21].

The correctness of the software is crucial in high-security systems. Often, a valuation of software 
based on the number of errors per Line of Code (LoC) is done. There are numerous arguments 
about which kind of software has respectively fewer programming errors, free and open source 
software (FOSS) or COTS. However, one always has to take into account the methodologies 
of the different evaluations and comparisons. For example, often only the sum of the known 
errors is matched, regardless of the severity of the corresponding vulnerabilities or other 
important aspects. For example, by investigating the details of the Common Vulnerabilities 
and Exposures (CVE) database [22], 48923 entries could be found on January 31th, 2012. 
Therefore, from 2009 to 2012, 185 vulnerabilities were identifi ed in Windows 7, of which 47 
percent can be used to gain privileges [23]. Reckoning the vulnerabilities of GNU/Linux, 429 
CVEs are known from 1999 to 2012 of which 9.6 percent can be used to gain privileges. With 
respect to the average vulnerabilities per annum (without the CVEs of 2012 because of the early 
point in time of the year), Windows 7 has about 60 and the GNU/Linux about 33 vulnerabilities 
annually. If one considers only the vulnerabilities in GNU/Linux since the release of Windows 
7 (July 2009), the average number drops down to about fi ve. It must be taken into consideration 
that the statistics concerning the number of vulnerabilities often differ and the concrete numbers 
must be analysed in detail. For example, another evaluation mentions 299 vulnerabilities in 
GNU/Linux from 2009 to 2011, therefore, about 100 per year. These strong differences can 
arise because of the considered drivers included, e.g. most of the vulnerabilities do not originate 
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from the core Kernel, but from drivers of peripheries, etc. Sometimes, even utility programmes 
are included into the statistics, raising the numbers additionally.

Also, the severity of the vulnerabilities must be taken into consideration: For example, the 
possibility of gaining privileges often can be more dangerous than the susceptibility to a Denial 
of Service (DoS) attack. Therefore, the different vulnerabilities are weighted in the Common 
Vulnerability Scoring System (CVSS) [24] scores based on three groups (base, temporal, 
environmental), and their hazardousness from zero to ten with higher values presenting more 
serious gaps. Regarding Windows 7, the average CVSS score is 8.4, while GNU/Linux has an 
average about 5.3; looking forward to all vulnerabilities in the CVE database, the average is 6.9.
Of course, the real-world endangerment of a vulnerability must be assessed based also on the 
specifi c requirements of the operational environment. For example, a DoS vulnerability can be 
more dangerous in a real-time control system than in a database system.

Also, the number of patches is sometimes used for a comparison. This is quite insuffi cient, 
because today patches are often fi xing numerous security weaknesses at once, for example on 
fi xed release circles (patch days), therefore, not opening up a comparable base.
It must at least be kept in mind that in the case of COTS software, only the released 
vulnerabilities can be consulted while the error search is more complex than in the case of 
FOSS with an available source code. Furthermore, FOSS enables numerous possibilities for 
security evaluation and hardening, e.g. see Charpentier et al. [25].

However, independent from the kind of software or systems in use, human beings will always 
produce errors. Panko gives a comprehensive overview of studies investigating how often human 
errors occur. In the section about programming errors, various studies are given, for example 
the error rate depending on the number of people in a development team or the infl uence of the 
used programming language [26]. Table 1 gives a few examples of the examined error rates.

TABLE 1: SELECTED ERROR RATES IN PROGRAMMING [26].

Techniques like formal development and cleanroom development, etc. can help to reduce the 
error rates.

Reference

Graden & 
Horsley [1986]

Linger [1994]

Jones [1998]

Cohen [2006]

Error Rate

3.7%

0.23%

1.1%
1.2%
1.4%
1.6%
2.0%
1.5%

3.2%

System / Language

Major telecommunications project at AT&T, 2.5 million 
LoC, 8 software releases

Formal Development / Cleanroom

Errors per 100 LoC
•  Visual Basic
•  Java
•  COBOL
•  FORTRAN
•  C
Average

300 code inspections CISCO systems
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As virtualisation is used regularly today, it also has to be considered. On the one side, security 
can be enhanced by the use of virtualisation because of the isolation of different instances 
of OSs and applications. On the other side, the code of the Virtual Machine (VM) can also 
be erroneous, therefore, opening up serious vulnerabilities which can affect all running VMs. 
Even if there are no errors in the implementation, virtualisation concepts can be used to control 
systems, and are practically undetectable. The Blue Pill concept described by Rutkowska [27] 
is a well-known example of this kind of endangerment. Another threat that is diffi cult to detect 
derives from the use of System Management Mode-based  rootkits which are able to hide their 
memory footprint and which are OS-independent [28].

Another important aspect is that the software can also be used to integrate backdoors – with 
much less effort compared with hardware. Especially when proprietary software is used and no 
control of the source code is possible, the risk of data leakage and pre-installed backdoors is 
high. The integration of rootkit-technology in DRM software on music CDs manufactured by 
SONY-BMG [29], or the Energizer DUO USB Battery Charger trojan which opens a backdoor 
on a TCP port 7777 [30] are well-known examples. Other examples can be found in the area 
of smartphones, where several incidents have been known in recent times, e.g. the government 
spying tools built into Nokia, Blackberry and iPhone smartphones as the hacking group Lords 
of Dharamraja released early in 2012 [31], or the rootkit software developed by CarrierIQ 
which is installed on approximately 140 million Android, BlackBerry and Nokia devices and 
acts like a spyware, e.g. logging keystrokes [32].

4. ORGANISATIONAL ASPECTS

Several organisational aspects must be taken into consideration when dealing with COTS 
in high-security environments. On the hardware end, by using COTS in security-sensitive 
systems, an important threat is opened up: because of their application area, COTS typically are 
not optimised or checked for radiant emittance further than the requirements of electromagnetic 
compatibility necessary to fulfi l the directives of, e.g. the European Union transposed 
national laws  (directive 1999/5/EC on radio equipment and telecommunications terminal 
equipment and the mutual recognition of their conformity [33] or directive 2004/108/EC on 
the approximation of the laws of the Member States relating to electromagnetic compatibility 

[34]). With respect to security-related systems, these directives are not suffi cient: for example, 
electromagnetic compatibility is defi ned in Article 2 in 2004/108/EC as the ability of equipment 
to function satisfactorily in its electromagnetic environment without introducing intolerable 
electromagnetic disturbances to other equipment in that environment. With respect to Annex 
I, “1. Protection requirements, number a, equipment shall be designed and manufactured that 
the electromagnetic disturbance generated does not exceed the level above which radio and 
telecommunications equipment or other equipment cannot operate as intended.” In particular, 
no threshold values are given by the directives. Therefore, protection against the tapping of 
COTS cannot be ensured by the certifi ed electromagnetic compatibility based on the directives.
Beyond these obvious possibilities of leaking data, more sophisticated attack possibilities must 
be taken into consideration, also known as side channel attacks: For example, it is possible 
to intercept keyboards by the sound emanated when typing. By the execution of an acoustic 
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triangulation attack, whole sessions can be attacked with high recognition rates. Only publicly 
available tools and hardware is necessary, therefore, the attack can be performed even by non-
technical people [35].

Because of this, adequate organisational measures must be conducted when COTS are used in 
applications relevant to security, e.g. the selection of inside rooms, measuring of the radiant 
emittance or consequent encryption of transmitted data.

In the context of high-security systems, software versions as well as system confi gurations must 
be released by the responsible competent authority. On the one side, these processes can be 
quite time-consuming, typically lasting several months or even longer. Therefore, the software 
products, e.g. operating systems are used for as long as possible during the life-span after the 
acceptance test and approval. On the other side, master agreements often do not include every 
new software release because of fi nancial reasons, also introducing delays in the software 
regeneration. For this reason, the used software does not keep up with its life-cycle carried 
on by the manufacturer, resulting in out-dated and vulnerable installations in security-related 
systems.

One must also bear in mind that isolated systems and networks are no longer protected against 
attacks as examples like Stuxnet demonstrated. The weaknesses of human beings and today’s 
sophisticated social engineering techniques [36] compromise even isolated and high-security 
systems. The successful attacks on RSA and the subsequent compromise of Lockheed Martin, 
Northrop Grumman and other companies of the American defence industry (e.g. see [37]) is 
only one example from recent years.

Several manufacturers of proprietary software have introduced so-called patchdays due to 
organisational and practical aspects, e.g. Microsoft, Oracle or Adobe (e.g. see [38]). On the 
other side, this policy unnecessarily delays patches, enabling crucial points of attack. Also, it 
is not guaranteed that the manufacturer will include all necessary patches, as the example of 
the thumbnail hole in Windows demonstrated: even though a Metasploit module for creating 
corresponding malicious fi les was released almost simultaneously with the security advisory 
of Microsoft, no patch was included in the subsequent patch day [39]. Another problem of 
proprietary software is the dependency to the vendor and his promises. For example, Microsoft 
announced to continue the support of Windows NT 4 until the end of 2004. Even so, the 
company stated they would not provide a patch for a new security vulnerability in NT 4 early 
in 2003 [40]. In contrast to FOSS, where it is always possible to fi x an identifi ed vulnerability, 
one is adhered to the vendor in the case of COTS.

Another aspect which must be mentioned in this context is what Bruce Schneier calls “bad 
civic hygiene”. A rising trend in recent years is that governments force companies to redesign 
their communication systems and information networks to facilitate surveillance [41]. This is 
based on their desire to be able to pursue criminal activities. Even though this is a homemade 
problem, by introducing such backdoors, serious security vulnerabilities are opened up which 
can also easily be exploited by an attacker.
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5. USING COTS PRODUCTS
IN HIGH SECURITY SYSTEMS

Based on the identifi ed infl uencing factors, the crucial aspects for using COTS, open-source 
and designed products are summarized qualitatively in Figure 1.

In detail, the following aspects must be taken into consideration:

• Replenishment: Especially for COTS products, the availability can be challenging 
after a few years. This cannot necessarily be compensated by storage because of 
the electronic components used. When using designed products, the supply can be 
governed by contract, typically refl ected in high costs. Open-source enables the 
remanufacturing as needed; however, only a few circuits are available as open-
source.

• Verifi ability: While designed as well as open-source products can be verifi ed with 
respect to their implementation, this is quite diffi cult for COTS.

• Direct Data Leakage: COTS products often implement undocumented functionality 
for statistical evaluation, etc. Also, a hardly detectable outward transfer of data can 
be integrated in COTS products.

• Indirect Data Leakage: Because of their cost-oriented design and fabrication as 
well as the fuzzy regulations, COTS products are strongly at risk of leaking data 
by radiation. Open-source can also be endangered by that phenomenon, but can 
be adapted and secured more easily. On the other side, designed products can be 
shielded per se.

FIGURE 1: INFLUENCING FACTORS ON SECURITY DEPENDING ON THE PARADIGM, 
COMMERCIAL OFF-THE-SHELF, OPEN-SOURCE AND DESIGNED SYSTEMS.
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• Correctness: The public analysis and discussion of algorithms and procedures can 
reveal design errors in an early state. While Security-by-Obscurity can be quite 
effective in restricted military domains, it typically will not be in the public market 
and the use of widespread COTS.

• Backdoors: The diffi cult and limited test and control opportunities of COTS open up 
an endangerment by backdoors.

• Patching Behaviour: In the case of vulnerabilities, COTS depends on the 
manufacturer. Also when using designed products, later requests for patches can 
produce high costs. In contrast, fi xing open-source can be quite easy due to the 
available code, even when there is no support.

• Error Rate: The error rates of all paradigms strongly depend on the design and 
development principles and techniques, and are not predictable.

To control the presented threats opened up by the use of COTS, several actions should be 
taken; on the other side, corresponding vulnerabilities in target equipment can be exploited for 
information operations in cyber space. The following aspects have to be considered:

• The communication of high-security systems should be statistically analysed to 
detect covert channels and unwanted behaviour. Because of the limited number of 
services in high-security networks, anomaly-based detection can be used to detect 
unwanted behaviour while achieving low false alarm rates. However, this may not 
be enough if a malicious behaviour is implemented from the beginning into a new 
device, because the correct traffi c characteristic has to be known by the security 
system. Here, the use of unsupervised learning techniques can be an approach.

• Measurements of the radiation emittance must be done in areas where no adequate 
structural protection can be guaranteed by the buildings. It is important to include 
all possible media and connections, e.g. electromagnetism over the air, acoustics, 
interlinking in the power network, etc. While Tempest can be very powerful if 
cyber components are able to operate in the target area or adjacencies, the typical 
information operation will be conducted over long distances and, therefore, not able 
to exploit this valuable information.

• When using COTS in environments relevant to security, only long-term supported 
software and hardware should be used. Especially, only high-quality products should 
be purchased, including suffi cient spare-parts. Suitable and controlled storage is a 
must-have for enabling adequate replenishment.

• If COTS are used in high-security systems, a doubling of systems can be used 
to strongly increase security while keeping costs reasonable. By the use and 
implementation of two independent products and the comparison of their calculations, 
anomalies and manipulations can be detected more easily.

• Where possible, COTS should be replaced by suitable open-source software and 
algorithms as well as open standards to be able to minimise design errors, etc.

Table 2 summarises important threats and attack opportunities related to COTS products.
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TABLE 2: REQUIREMENTS FOR ENSURING SECURITY WHEN USING COTS PRODUCTS AND 
ATTACK POSSIBILITIES IN INFORMATION OPERATIONS RELATED TO COTS PRODUCTS IN THE 
TARGET ENVIRONMENT.

6. CONCLUSION

COTS products are used in ever more areas, for example for high-security systems and 
networks, and for hardware as well as software. By the use of COTS in areas relevant to 
security, numerous endangerments arise. Not only evident aspects like the lack of verifi ability, 
but also secondary factors like replenishment and long-term availability must be taken into 
consideration. Therefore, the use of COTS products for mission-critical applications poses an 
imminent challenge. Even so, this endangerment is widely neglected at the moment: Based on 
the ongoing proliferation of attack tools and the numerous vulnerabilities opened up by the use 
of COTS, current and especially prospective military missions can be easily compromised: on 
the one side, effective attacks can be conducted even by an amateur. On the other side, aspects 
like reliability and supportability can strongly affect missions. With respect to the increasing 
fi nancial pressure and the comprehensive use of COTS, it is crucial to address these challenges 
in depth. Therefore, an assessment of the usability and endangerment by the use of COTS in 
high-security environments must consider all layers in use, hardware as well as software. Based 
on the identifi ed shortcomings, the high risk opened up by COTS can be attested. Appropriate 
countermeasures must be taken to overcome these endangerments, e.g. the statistical analyses 
of network communication. On the other side, an appropriate protection and examination of 
COTS can produce important knowledge about attack vectors, usable for own information 
operations in the cyber domain. Therefore, own system vulnerabilities must be identifi ed and 
closed, and weaknesses must be known to keep superiority in information operations and to be 
able to defend from countermeasures.
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Conceptual Framework 
for Cyber Defense 
Information Sharing 
within Trust Relationships

Abstract: Information and Communication Technologies are increasingly intertwined across 
the economies and societies of developed countries. Protecting these technologies from cyber-
threats requires collaborative relationships for exchanging cyber defense data and an ability to 
establish trusted relationships. The fact that Communication and Information Systems (CIS) 
security1 is an international issue increases the complexity of these relationships. Cyber defense 
collaboration presents specifi c challenges since most entities would like to share cyber-related 
data but lack a successful model to do so.
We will explore four aspects of cyber defense collaboration to identify approaches for improving 
cyber defense information sharing. First, incentives and barriers for information sharing, which 
includes the type of information that may be of interest to share and the motivations that cause 
social networks to be used or stagnate. Second, collaborative risk management and information 
value perception. This includes risk management approaches that have built-in mechanisms 
for sharing and receiving information, increasing transparency, and improving entity peering 
relationships. Third, we explore procedural models for improving data exchange, with a focus 
on inter-governmental collaborative challenges. Fourth, we explore automation of sharing 
mechanisms for commonly shared cyber defense data (e.g., vulnerabilities, threat actors, black/
white lists).
In order to reach a common understanding of terminology in this paper, we leverage the NATO 
CIS Security Capability Breakdown [19], published in November 2011, which is designed to 
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1. INTRODUCTION

Information and Communication Technologies are increasingly intertwined across the 
economies and societies of developed countries. Protecting these technologies from cyber-
threats2 requires collaborative relationships for exchanging cyber defense3 information and 
an ability to establish trusted relationships. The fact that cyber defense is an international issue 
increases the complexity of these relationships. Cyber defense collaboration presents specifi c 
challenges since most entities would like to share cyber defense data but lack a successful 
model to do so that takes into account the cultural perspectives of sharing and information 
exchange. We will explore the following four aspects of cyber defense collaboration to identify 
approaches for improving cyber defense information sharing:

• Incentives and barriers for information sharing.
 Aimed to identify the static structure of the information sharing network, and mainly 

trying to fi nd answers of Why, Who and What of the network.
• Information value perception and collaborative risk management.
 Entities share information according to its perceived value, purpose, and meaning; 

thus, it is critical to ensure all entities have a common understanding of the information 
to be shared. It is critical to ensure all entities have a common understanding of the 
information to be shared. Depending on the nature and scope of the network, the 
approaches for collaborative risk management have to be shaped according to the 
prevention or response approach of the collaboration.

• Improving data exchange.
 Many cyber defense sharing networks suffer from an over-generalised concept of 

operations. Procedural models provide a structure that defi nes how information will 
fl ow across operational components. These models must address the information 
needs of the individual participants within each nation in order to provide sought-
after information in a clear way. Bringing together information from complementary 
angles helps participants to derive results for problems that they cannot address 
individually. 

• Automation of sharing mechanisms for technical cyber defense data.

A cyber defense information-sharing network is likely to contain a huge amount of technical 
data. Automation on the selection of that data and the mechanisms to share with participants 

identify and describe (CIS) security and cyber defense terminology and defi nitions to facilitate 
NATO, national, and multi-national discussion, coordination, and capability development.

Keywords: information sharing, cyber defense, framework

2 Threats are threat sources (or agents) with capability and intent, modeled as generic threats and specifi c 
threats. For example, Internet threats could be an instance of a generic threat and a certain hacker group 
could be an instance of a specifi c threat. Threat capability includes the ability of a threat source to perform 
certain activities such as using, customizing, and creating exploits, performing cryptanalysis, social 
engineering, etc. This can also include the various tools and resources that are available to the threat. This 
information can be tied to the CIS information for risk assessment. [12]

3 The ability to safeguard the delivery and management of services in an operational Communications and 
Information Systems (CIS) in response to potential and imminent as well as actual malicious actions that 
originate in cyberspace. [12]
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in the framework of a specifi c network is a key requirement to facilitate effective analysis and 
sharing. Moreover, the existence of an automated exchange can provide an incentive for joining 
the trusted network; automation increases the benefi t the parties involved by receiving data 
quickly and eases the process of contributing data to the network.

2. INCENTIVES AND BARRIERS
FOR INFORMATION SHARING

There is a long history across the cyber defense community of establishing information sharing 
repositories, creating data-exchange standards, and fi nding the repositories underutilised. 

There is a signifi cant amount of research on approaches for information sharing. However, 
within the fi eld of cyber defense, there is debate about: 

• Data types that are useful to share.
• Organizational and national policies about what can be shared.
• Models for sharing.
• How best to address privacy and security.

These questions, in which answers are still developing for the cyber defense community, add an 
additional challenge for sharing, because cyber defense is still not a well-defi ned, stable fi eld. 
In addition to the maturity needed to determine what data to share and how to share it securely, 
more research is needed to understand social aspects of sharing. Engineers focus on technical 
aspects of information sharing networks, and often do not take into consideration the social, 
organizational, and cultural systems of use. In short, the motivations that cause communities to 
not engage in sharing or let a sharing relationship stagnate are not well understood. [10]

The European Network and Information Security Agency (ENISA) recently published a report 
on the barriers to and incentives for information sharing in the fi eld of network and information 
security1. Taking these fi ndings into account and to further our understanding of the motivations 
behind joining and participating in an information sharing community, we will explore the 
following: 

• Why is the information-sharing network needed?
• Who will participate?
• What information is desired? What information will be shared/restricted?
• Does the network require services for confi dentiality, integrity, privileged access and 

anonymity?
• What are the principles, challenges, and benefi ts in a cyber defense information-

sharing network that will entice the right audience and achieve target objectives?
• Understanding incentives within information sharing networks
• Establishing, Perceiving and Maintaining Trust
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FIGURE 1. I INCENTIVES AND BARRIERS INFOGRAPHIC

Why is the information-sharing network needed?
The network needs common scope and shared targets with the participants to reach the expected 
objectives of the information sharing from every participant. The scope specifi es the approach 
– prevention, response or both - of the network.

Who will participate?
Once the scope and the objectives of the network are defi ned, the characterisation of the 
expected participant would be required based on organisational and individual aspects, for 
instance: the entity nature (public or private), network membership (mission or permanent), 
the scope of the organisation (national or supranational), and the functional role (technician or 
decision maker / governance).  This information will allow for the creation of sharing profi les, 
used by sharing network participants to facilitate information exchange.

What information is desired? What information will be shared/restricted?
In addition to technical data, best practices and risk assessments may be of interest to share, 
attending to the role of the participants.

Does the network require services for confi dentiality, integrity, privileged access, and 
anonymity?
The relationships between the participants need to be defi ned according to the requirements of 
the information to share. The specifi cation of different scenarios will be necessary to consider 
the various options that may occur in the exchange of information to build trust between the 
players, either by the quality of information exchanged, authentication of its source, ensure the 
delivery of the information to authorised recipients or guarantee the anonymity of authorised 
participants.

What are the principles, challenges, and benefi ts in a cyber defense information-sharing 
network that will entice the right audience and achieve target objectives?
Entities participate in sharing networks when their return is more than the cost to participate.  
The identifi cation of the benefi ts - for instance: cost savings, quality of information or network’s 
relevance to the organisation - and the challenges - for instance: achievement of a high quality 
of information or establishment of clear and agreed management rules - of every potential 
participant will help to build the collaboration network and the principles that it is based on.
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Understanding incentives within information sharing networks
The procedural model and its components must identify and use the incentives for sharing 
between participating entities. An assessment must be made of each participating entity type, 
their ability to produce products with perceived value, and the underlying incentives, such that 
the incentives can be threaded into the established sharing network procedures. Information 
economy aspects could be structured in fi nancial incentive models that should be integrated 
into procedural models.  

Establishing, Perceiving and Maintaining Trust
In an ENISA study of successful public private partnerships [6], one recommendation is about 
the importance of Trust Building Policies. The ENISA study reports that in information sharing 
networks where information sharing is the core service provided, a key requirement is a high 
degree of trust in the network itself (i.e., that the policies, membership rules, requirement for 
security clearance, and interaction type must have been carefully designed to support trust. 

Trust between entities need not be whole or persistent. Transient trust during a moment of crisis 
may allow for a piece of information to be shared between two entities that would have not 
otherwise been made available for consumption. A sliding trust scale that is infl uenced by other 
factors such as operational need and quality of relationship must be incorporated into a sharing 
network to accommodate information sharing relationships that change in form over time. The 
partner you don’t trust today may be your best friend tomorrow.

Trust relationships must span the different engagement levels: from the organisational leaders 
that empower their staff to produce and consume information to the technical staff that ultimately 
will take the information and put it to use. Having an institutional process for guiding these 
types of relationships is central to the success of an organisation as a whole in participating in 
information sharing networks. To support these processes organisations will need to focus on 
the trust scale while leveraging mechanisms and tools to support the mapping and perception 
of these relationships.

Trust relationships are affected by both the organizational and ethnic cultures of the sharing 
entities.  There are cultures where no information sharing will take place until a maturity 
point is reached in the relationship.  Then there are ethnic cultures where a business need will 
drive information sharing even though the relationship has not matured enough for sustained 
information sharing between entities.

3. INFORMATION VALUE PERCEPTION
AND COLLABORATIVE RISK MANAGEMENT

Entities share information according to its perceived value, purpose, and meaning; thus, it is 
critical to ensure all entities have a common understanding of the information to be shared. 
At the human and machine level, establishing trust and effective communication requires a 
common vocabulary and taxonomy, especially between nations with different languages. For 
example, in this paper, we refer to the NATO CIS Security Capability Breakdown [12] to ensure 
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a common understanding of CIS and cyber defense terminology that appears. The CIS security 
capability breakdown is designed to specifi cally facilitate NATO, national, and multi-national 
discussion, coordination, and capability development related to CIS security and cyber defense.

When we look further into how entities view of particular piece of data or situation, we fi nd 
this topic explored by “ethnomethodologists”, who use the phrase “sense-making” to refer to 
observable behaviours in which individuals orient toward the same aspect of the world and 
demonstrate to each other – through detailed enactment of practices – that they share that 
orientation. “Mutual orientation toward an object” includes:

• Perception (we’re looking at the same thing), 
• Interpretation or instructed perception (we’re looking at the same aspects of, or 

applying the same framework on, that thing), and 
• Conventions or instructed actions (we display similar behaviours with respect to 

use of that thing; the modifi er “instructed” refers to the fact that we learn those 
behaviours from on another, primarily by example).” [2]

This fi rst step in the analysis of an information sharing relationship is critical, especially when 
two or more countries and cultures are involved. There must be an agreement from all parties 
that the shared perception of the objects in the repository exists. The second step is to ensure 
that all parties agree upon the analysed characteristics of the framework. Lastly, there needs to 
be an ability to include the behavioural components of information sharing so that acceptable 
boundaries are placed around. Standards ensure entities agree on the information to share and 
can exchange it.

Assessing and mitigating existing risks is easier than anticipating unknown risks. Thus, risk 
management approaches should include collaborative models with built-in mechanisms for 
sharing and receiving information, increasing transparency, and improving entity peering 
relationships. These approaches should facilitate government relationships and public-private 
partnerships.

Traditional risk management usually consist of two phases, no matter what is the applied 
methodology such as NIST SP800-30 [3], ISO 27005 [4], or MAGERIT [5], aimed to gather 
the risk awareness in a specifi c time that has to be updated– usually yearly - in a regular basis:

• risk assessment that could be generally described as an identifi cation of assets, 
threats and countermeasures to obtain assessments of the risk stemming from the 
impact on the assets

• risk management where it takes into account the risk assessment to make decisions 
on how every identifi ed risk will be managed.

In case that the information sharing network is focused on the prevention approach, the 
information fl ow should be related to preparation against threats that can exploit vulnerabilities 
causing impacts on assets. Sharing of new or evolved vulnerabilities, patterns of threats, new 
or evolved threats, technical countermeasures and non-technical countermeasures are expected. 
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In case that the information sharing network is focused on the response approach, the 
information fl ow should be related to how the risk is managed mainly in the response to and 
recovery from the attacks based on the impact. Sharing of how the collaboration could be 
more effi cient, how mutual aid agreements could be adopted, identifi cation of cascading effects, 
practices to improve the effi ciency on the recovery of services, operational responses to attacks 
and collaboration procedures are expected.

But there will be a subjective factor on the risk management because of the diverse rules 
or perception on defi nitions of threat levels, identifi cation of relevant assets, identifi cation 
of countermeasures to apply and how the impact is considered as relevant in organisations. 
Organisations could come from diverse cultures/sectors (the principal assets to protect) and 
countries (diverse languages could cause diffi culties since translated words and sentences may  
not have the exact or equivalent meaning) that could produce some misunderstandings on how 
the risk is managed within an environment of aggregated risk management where cascading 
effects have to be avoided and the trust among participants of the sharing network needs to be 
held or improved to foster their collaboration.

As the situational awareness of the cyberspace related to an organisation is in a very changing 
environment, a specifi c organisation can take data related to the status of cyber defense in 
order to calculate in real time the threat level and share with participants of its collaboration 
network. An agreement on how the threat level is calculated and the meaning of each threat 
level – in terms of expected impact and expected actions of reaction - is envisaged as a 
mandatory pre-requirement for collaborations based on mutual understanding of the different 
risk management approaches. This could support a dynamic risk management where threat 
levels are calculated in real time, as opposite to traditional risk management, and providing the 
appropriated information to decision makers about how the risk have to be deal with – updating 
the threat awareness support a quick, effi cient and adaptable reaction to the changing attack 
environment - and how to anticipate risk to selected participants – for instance based on mutual 
aid collaboration agreements - of the collaboration network.

4. PROCEDURAL MODEL FOR
IMPROVING DATA EXCHANGE

Many cyber defense sharing networks suffer from an over-generalised concept of operations. 
Procedural models4 must dictate how information will fl ow across operational components 
so that fl ows can be optimised and information products can be integrated into decision trees. 

Information exchange models must address the information needs of the individual participants 
within each nation in order to provide sought-after information in a clear way. The data sharing 
network should bring together information from complementary angles, allowing participants 
to derive results for problems that are diffi cult to address individually. Aspects that must be 
considered to design effective procedural models for a cyber defense sharing network include:

4 The generally simplifi ed representation of an aspect of reality expressed in a specifi ed manner so as to 
facilitate reasoning about that aspect.[12]
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• Participant Roles
• Governance Structure 
• Institutional Funding
• Enabling Collaboration
• Information Protection and Release Control
• Incorporating Financial Incentive Models

Participant Roles
We know from experience that the value of information varies based upon the needs of the 
consumer. Each information consumer assigns values to the types of information they need in 
the moment.  Each information producer assigns a value or cost for the piece of information 
they are sharing. A successful information sharing network will bring together information 
producers and consumers with minimal friction.  To achieve this, each participant must be 
assigned a role for a specifi c transaction. Participants may act in various roles within the 
information sharing network, but for any transactions, we must be able to defi ne the role held 
by each participant in that transaction. 

When we talk about participants, we are not limited to participants as individuals.  Rather we 
are taking the view that a participant can be a non-organisationally associated individual on 
one end of the spectrum, or a multinational entity that has multiple types of participants within 
it at the other end of the spectrum. We do exclude non-human participants such as Artifi cial 
Intelligence backed systems.

Roland Klemke in his Modeling Context in Information Brokering Processes thesis states that 
“three different roles participate in the information brokering process: the provider who offers 
information, the consumer who demands information, and the broker who mediates between 
the other two. Different roles in this view not necessarily have to be represented by different 
persons, a role may even be represented by fully automated processes.” [16] We also include 
the role of Information Producer as we recognise in the world of cyber security the producer of 
information may often not be the provider offering the information to a community.
 
FIGURE 2. THE SEMANTIC WEB WITH INFORMATION BROKER. 
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Participant roles within a transaction include:

• Information Producer - the entity that has drafted a piece of information for 
publication

• Information Provider - the entity that is publishing the information to the repository. 
This may not always be the same as information producer in the cases where the 
producer would like to stay anonymous

• Information Consumer - all entities that have consumed a piece of information.  
• Information Broker - an entity that negotiates between two or more entities arranging 

for the publishing and consuming of information

“Information brokering is a pragmatic means of knowledge exchange: ..., knowledge 
cannot be exchanged directly. However, knowledge can be externalised and re-
conceptualised (i.e. transformed into information) and then exchanged as information. 
At the receiving party, the delivered information can then be turned into knowledge by 
contextualisation again.” [16]

Clearly defi ning participant roles allows for a bounded exchange of information, holding each 
participant to pre-defi ned rules when acting in that role within the defi ned cyber defense sharing 
network.

When describing an Information Broker, an organisation may explicitly choose to be a primary 
information broker within a network so that it gains the widest and deepest view of network 
knowledge. However, organisations may only become a trusted information broker when the 
level of perceived trust with that organisation is suffi ciently high enough across participating 
organisations such that that organisation brokers the fl ow of information between participants 
that do not have a high enough perceived trust between each other.

Governance Structure 
The governance structure of a cyber defense sharing network within an information sharing 
environment must address two distinct areas: 

First, there is the governance structure of the network participants: 

• how participants are structured (e.g., defi ned roles and responsibilities) 
• what are the duration, participation and interaction types, 
• what sharing network membership and usage rules are in place to handle day to day 

activities and address dispute resolution between participants, 
• what kind of trust-building policies are in place to encourage success. 

 
Governance also addresses the information sharing relationships between participating entities. 
Specifi cally, it is a description of the top cover needed by sharing entities to ensure each producer 
and consumer is empowered by their management to share specifi c types of information. 
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FIGURE 3. PPP INFOGRAPHIC FROM ENISA PAPER

Using ENISA’s publication on Preliminary Taxonomy for Public-Private Partnerships (PPPs) 

[6] as a guide to governance structure, we will walk through each component, specifi cally 
focusing on the incentive impacts for each component.

Organisation
The ENISA paper [6] references the Milward and Provan model on collaborative networks 
where all networks are describable using three constructs: run by one from within, run by a 
coordinating entity, and democratically peer led. We have conducted an initial set of interviews 
with members of two incident response teams and our preliminary research indicates that 
the most successful cyber defense information sharing model is the democratically peer led 
network where individual trust relationships tend to increase the amount of sharing that takes 
place. From what we have also observed partnerships that have a “run by one from within” 
structure tend to form more quickly but later fail to gain traction. 

Roles and Responsibilities
The roles and responsibilities within an information sharing network can be non-exclusively 
tagged to these taxonomy categories: Chaired by {elected representatives from Industry, 
representative from Government}, Secretariat supplied by {third party (non-government), 
national government}, and Co-ordinated by {government, industry and collectively). When 
the information-sharing network is very large, roles and responsibilities help to organise the 
community and maintain a common understanding of relationships and expected contributions 
from participants. Roles and responsibilities also help to clarify the goals of each participant 
for the community.  

Duration Type
Governance structure and institutional funding are both impacted by the duration type of the 
sharing network. Some sharing networks are classifi ed as persistent community groups, setup to 
serve a community of interest without a bounded endpoint. A second classifi cation bounding the 
duration type of a sharing network is a working group where specifi c problems are addressed 
and the group is disbanded once objectives are met or the group is disbanded. The third duration 
type classifi cation is a rapid response group that is more or less an extension of the working 
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group in that the sharing network is created to address an urgent issue and may only be in 
existence for a matter of hours or days.

Participation Type
Participation dynamics within sharing networks are interesting from the perspective of both 
corporate governance as well as individual motivations. A successful sharing network may only 
succeed by providing entry-points for all types of participants. Participation can be in the form 
of a subscription where a participant pays a fee (or just subscribes) to a sharing network to gain 
access to the collective knowledge. While subscription based services describe a mechanism 
for interacting with sharing networks, two other participation types describe a commitment 
level for participants, either mandatory or volunteer. Mandatory participation may be leveraged 
upon an individual or organisation by the owning entity such as a government. Voluntary 
participation may, on the other hand, incentivise a participant to use the information sharing 
network since they may wish to shape their participation based upon their organisational or 
operational priorities.

Interaction Type
The ENISA PPP paper [6] outlines two interaction types: face-to-face and virtual cooperation. 
This is largely an extension of the time/place collaboration square where sharing mechanisms 
vary according to the location of participants and the length of interaction. Governance structure 
will often dictate the interaction type but successful interaction within a cyber information 
sharing network will often be based upon the duration type (severity of engagement).

Formal Information Usage Agreements
Information which is shared in a cyber defense sharing network must be protected. This requires 
a legal component – who is the information owner, how can the information be used, can it be 
attributed to the owner, etc.

Trust Building Policies
Building trust has two components. First, participants will develop trust in the cyber defense 
sharing network as participants feel that the information they contribute is protected (e.g., the 
network should be able to provide anonymisation for contributed data), and that the network 
provides them the opportunity to gather valuable information unavailable elsewhere, providing 
high value back to participants (e.g., bringing in participants with expertise that incentivise new 
members).

Second, participants will develop trust in each other over time as their relationships strengthen. 
In our experience, holding face-to-face meetings throughout the year signifi cantly increases 
trust building among participants. Highlighting shared goals and facilitating partnerships 
among participants to realize these goals will also go a long way to building strong trust and 
partnership in a cyber defense sharing community.

Establishing Collaborative Processes
The multi-dimensional view of information sharing transactions requires a defi ned collaborative 
process. This defi ned process also helps to alleviate the anxiety of a transaction by providing to 
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each party a set of steps, responsibilities and time-to-act deadlines to facilitate the information 
exchange.  

Information Protection and Release Control
Often we will see information sharing partnerships fail not because the two parties do not trust 
each other to have the information, but one party may doubt the other party’s ability to protect 
information consumed appropriately. This is especially true in the case of classifi ed data that 
may pass between nations or cyber threat signatures that if an adversary knew existed would 
allow for crafting of attack payloads that do not trigger (at least for that rule set) an alert.

The procedural model must include steps for protecting information as it is created, published, 
consumed, stored and eventually destroyed. The information exchange platform must itself be 
capable of protecting all information it stores from unauthorised access. 

FIGURE 4. IPRC INFOGRAPHIC 

Incorporating Financial Incentive Models
Within the malicious software community exploits are bought and sold based upon the perceived 
value of the exploit. Is it something that no one else even knows about? Does it affect a piece of 
software used by your targets? Is the author someone you can trust to have not sold the exploit 
to anyone else already? Does the asking price match the perceived value? Existing research, 
for example [18], shows that information-sharing networks need to incorporate these types 
of fi nancial incentive models into their procedural underpinnings. Approaches as Worldwide 
Intelligence Network Environment (WINE) [7] could help to build fi nancial incentive models. 
Not every network participant will bring the same capabilities to the table, therefore there may 
need to be a fi nancial incentive in place in lieu of reciprocal information exchange such that 
those who have valuable information to share aren’t vested because their return is not suffi cient. 

5. AUTOMATION OF SHARING MECHANISMS
FOR TECHNICAL CYBER DEFENSE DATA

The need for automation and standardization of cyber defense data is apparent in the 
government, academic, and industry sectors on an international level. Information sharing 
that can relieve the human workload is necessitated by the sheer speed of cyber threats today. 
Standardization of data to be exchanged provides an effective pathway for information sharing 
between multiple parties, because the format of the data is then agreed upon. Standardization 
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also lends itself to automation of information sharing, and both lower the bar for entering into 
a cyber defense data sharing network.  

Trust is a very important component in regards to automated information sharing. When the 
speed at which data could be shared increases, the risk of sharing information with unauthorized 
parties is raised, potentially backfi ring and creating a disincentive for participation in an 
information sharing network. Nonetheless, the existence of an automated exchange can provide 
an incentive for joining the network; automation increases the benefi t the parties involved by 
receiving data quickly and eases the process of contributing data to the network.

Additionally, the details of the sharing relationships and the automation involved depend 
heavily on the type and sensitivity of the information to be shared. Some information types are 
considered high-risk in sharing environments; they would reveal too much sensitive data and 
existing initiatives are faced this challenge as Sharemind [7,9]. Low-risk data, or data of less 
sensitivity, is more likely to be shared in an automated information exchange. It is important 
to keep in mind that the level of trust of the partners and the level of sensitivity of the data are 
directly related.

The data in a cyber-information sharing network could include the following types:

• Vulnerability information
     -  Vulnerability existence checks
     -  Related patches and mitigations
     -  Quality of service effects
     -  Vulnerability Assessment tests/results
• Threat actors
     -  Names/pseudonyms
     -  Countries of origin
     -  Common methods and tactics
     -  Attack patterns
     -  Events and incidents
     -  IDS Signatures
     -  Implicated parties
• Black or white list information (IP addresses)
• Software
• Hardware
• Malware
• Protocol specifi cations
• Security confi gurations
• Security guidance
• Weakness information, patch remediation
• Secure coding practices

Of the above types, high-risk data may include specifi c threat actor information, especially 
attack patterns and methods. Internal security confi gurations are also high-risk. This is because 
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they can reveal sensitive information about the organization and may be shared with a party that 
is not trusted with that level of sensitivity. However, blacklist information, security guidance, 
or patch information may be considered lower risk, and are appropriate for an automated 
exchange without an exceptionally high degree of trust. Information sharing networks and the 
number of participants actively involved will most likely be directly related to the amount 
of data available. Since high-risk information is less likely to be shared, a low-risk sharing 
environment may create the best incentive for participation.

One example of an automated cyber defense-sharing network (including exchange of many 
data types) is CDXI (Cyber Defense Data Exchange and Collaboration Infrastructure) for 
Cyber Defense data exchange, a system being built by NATO [14]. CDXI will serve as a 
repository for participants worldwide (individuals, organizations, non-NATO entities, industry, 
government, and academia) that will automatically push and pull cyber defense data using 
a variety of Application Programming Interfaces (APIs). Quality assurance of data and data 
confi dentiality are integral to the CDXI design, and in order to achieve the right balance of 
information protection (i.e., sharing with appropriate parties) and openness of the network, 
confi dentiality and access control are implemented based on user, role, and NATO classifi cation 
level. 

CDXI data is to be structured for machine processing and automation but also have a human-
readable component. Automatic exchanges exist for some of these information types, however 
in practice much of this information (such as confi guration information and operational events) 
is exchanged via prose documents and requires manual interpretation and implementation. 
Automating the exchange of this data should likely increase effi ciency, which not only increases 
the incentive to share and participate in the information sharing network, but also saves valuable 
time in securing an organization against fast-acting threats.

Automation, however, requires standardization of data before it can be automatically 
exchanged. An agreement between parties on the format of data is often required in order to 
exchange, so standardization in and of itself can provide an incentive for information sharing. 
One popular example of a data standardization protocol is the Security Content Automation 
Protocol (SCAP). SCAP includes a suite of standards that provide a common way to identify 
vulnerabilities (Common Vulnerabilities and Exposures or CVE), platforms (Common 
Platform Enumeration or CPE), and confi gurations (Common Confi guration Enumeration or 
CCE), as well as a common way to express confi guration information and security guidance 
(eXtensible Confi guration Checklist Description Format or XCCDF), system confi guration 
and vulnerability assessment (Open Vulnerability and Assessment Language or OVAL), and 
vulnerability risk (Common Vulnerability Scoring System or CVSS). These internationally 
accepted security standards encapsulate valuable vulnerability information and are widely used 
across government, academia, and industry.

The National Vulnerability Database or NVD is a freely accessible repository for SCAP data 
such as NVD contains CVE vulnerability feeds with CVSS scores, the CPE product dictionary, 
CCE reference data (and soon a vulnerability feed), and NCP (National Checklist Program) 
checklist feed. These checklists are usually a bundle of data including at least an XCCDF-
expressed checklist, but also may be annotated with CVEs, CPEs, or CCEs and may include 
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OVAL defi nitions or other automated checking mechanisms. Each of these feeds is available in 
an RSS or XML format.

The NCP checklists are presented in tiers. The most important tiers for automated standardized 
data are Tiers 3 and 4. Tier 3 designates data that should work in an SCAP-validated tool (i.e., 
passes SCAP data stream requirements but may need to be tested), and Tier 4 designated data 
that does work in an SCAP-validated tool (i.e. passes SCAP data stream requirements and 
has been tested). While the contributors to these tiers have been primarily been government 
or government-contractor organizations (e.g. NSA, DISA, MITRE) there are a few examples 
of private companies that have adopted SCAP data formats and contributed content, forming 
a public-private partnership. Microsoft has been very involved in expressing its confi guration 
information in the SCAP format. For example, Microsoft’s SCM (Security Compliance Manager) 
now provides extensions to express confi guration information in SCAP format. Additionally, 
Microsoft provided the Tier III Checklists to the NVD on a total of 12 platforms, including 
several versions of Windows operating systems, Offi ce, and Internet Explorer.  CyberESI is 
another private company that has contributed to the National Vulnerability Database using 
SCAP-formatted data. CyberESI is an information security company that provides services to 
both government and commercial clients. CyberESI developed a Tier 3 checklist that checks for 
suspicious fi lenames and locations on a Windows XP system. While they have not contributed 
to the NCP, Red Hat now includes in all of their security updates with OVAL defi nitions that 
check for the vulnerability or confi guration issue. These are only a few of the major private 
contributors that have shared information in the standardized SCAP format. 

In terms of information sharing networks, these databases provide an automatic yet mostly 
one-way trusted fl ow of information. While it is two-way in the sense that community members 
(which include government, academia, and industry) may provide the information to be 
vetted by NIST or MITRE, it is one-way to the largest population of users: the public. Since 
these websites are public and the total community of users is not controlled, they lack some 
of the ideal characteristics for a highly utilized information sharing network. However, the 
automatic ability to pull data in each case account for both repositories’ reputation in the fi eld 
of vulnerability and security confi guration data, and may indirectly contribute to the volume 
of data (49,000+ CVE IDs, 7500+ OVAL queries and 220+ checklists) by creating a strong 
community of users. The important lesson to learn from these repositories is that when many 
parties, with many different ways of describing and expressing their data are trying to exchange 
non-standard information, the information can’t be normalized. An important issue to consider, 
however, is how standardization is applied. For example, the success of CVE spawned the 
growth for many more security-related standards, but few have the widespread success that 
CVE did. Research [5] that examined why some standards are more successful than others 
found that differences between machine- and human-oriented standards contributed to a 
standard’s success, and that this must be considered when using or developing standards for 
information sharing environments. In particular, standards that include little detail (e.g. a CVE 
ID), allow for a greater degree of diversity in the information represented, while a very detailed 
(i.e. more constraining) standard will result in very similar enumerations. This is an important 
consideration depending on the type of data to be shared in a particular environment.
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Repositories with more sensitive information require collaborative trust to incentivize potential 
new users.  One example is the U.S. Defense Security Information Exchange (DSIE). DSIE is 
an information exchange network for U.S. Defense Industrial Base (DIB) companies to share 
information on cyber-related events and attacks, formed in 2008 [12]. In order to facilitate 
sharing, DSIE members sign a Non-Disclosure Agreement (NDA) which states that all 
information is non-attributional and that only DSIE members can view the information. 

Cyber information sharing networks with high participation will ideally contain a large 
amount of data. The collection, processing, and distribution of this data in the network are 
time consuming if done primarily manually. Automation of the exchange data is important 
to consider in the network. Automation may increase the incentive to join the network, share 
information, and continue to be an active user. Standardization plays an important role, since 
it is a prerequisite to data automation in some way. How standardization is used and applied 
depends on the data to be shared and its usage. Other considerations include the risk-level 
of automatically shared data and pre-existing trust relationships. While the technology and 
procedures around standardized and automated cyber information sharing must be carefully 
considered, standardization and automation ultimately provide a great incentive for sharing by 
reducing manual work and increasing effi ciency.

6.  CONCLUSIONS

Research into the fi eld of incentive networks, specifi cally collaborative scenarios for sharing 
information within trust relationships, is still quite new.  Throughout this paper we have 
presented a common sense approach for thinking about how incentives in sharing networks 
work. We started with identifying incentives and barriers for information sharing. We looked 
at the importance of modelling the networks for information sharing (the aim of the network, 
the goals of the participants, and the envisaged benefi ts and challenges of each participant to 
establish the principles and the procedures that rules the network) and then moved onto the 
idea of collaborative risk management models and the important notion of information value 
perception.

Once a clear common understanding is achieved with regards to these kind of networks, 
procedural models for improving data exchange will help to start driving an organisation 
towards integrating their risk models with their information sharing models such that an 
agreement of threat level, envisaged impact, risk methodology and fi nally mutual aid from 
a risk management point of view will help to improve the effectiveness of the collaboration 
network.

Over the next few months we will continue our research into sharing networks and incentives 
with the intent on providing a more thorough review of our research at the CyCon 2012 
Conference this June in Tallinn.
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