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Abstract: Recent years have seen increasing pressure on Internet intermediaries that provide a platform for and curate third-party content to monitor and police, on behalf of the State, online content generated or disseminated by users. This trend is prominently motivated by the use of ICTs by terrorist groups as a tool for recruitment, financing, and planning operations. States and international organizations have long called for enhanced cooperation between the public and private sectors to aid efforts to counter terrorism and violent extremism. However, as the Special Rapporteur on Freedom of Expression noted in his latest report to the Human Rights Council, ‘the intersection of State behaviour and corporate roles in the digital age remains somewhat new for many States’.

Detailed information on the means and modalities of content control exercised by online platforms is scarce. Terms of service and community standards are commonly drafted in terms that do not provide sufficiently clear guidance on the circumstances under which content may be blocked, removed or restricted, or access to a service may be restricted or terminated. Users have limited possibilities to challenge decisions to restrict material or access to a service. Moreover, as private bodies, such platforms are generally subject to limited democratic or independent oversight. At the same time, having private actors such as social media companies increasingly undertake traditionally public interest tasks in the context of Internet governance is likely unavoidable, as public authorities frequently lack the human or technical resources to satisfactorily perform these tasks.

1 This work was supported by the UK’s Economic and Social Research Council [grant number ES/M010236/1].
Against this background, this paper aims to examine ways to define the contours of the division of responsibilities in countering terrorism and violent extremism between the public and private spheres. It addresses ways to ensure that Internet intermediaries carry out quasi-enforcement and quasi-adjudicative tasks in a manner compliant with international human rights norms and standards.
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1. INTRODUCTION: ONLINE PLATFORMS AS GATEKEEPERS OF THIRD-PARTY CONTENT

It is difficult to overstate the role of the Internet intermediaries that provide a platform for and curate online content in facilitating the public’s access to seek, receive, and impart information, including discourse on issues of public interest. Individuals’ exercise of free speech is increasingly channelled through online platforms, which also enable governments to communicate with their constituencies and similarly facilitate the dissemination of messages by other actors. Many major online platforms (social media portals and search engines being prime examples) function on the basis of business models centred around hosting third-party content. The companies running these platforms regularly claim that the platforms function as mere distribution channels that exercise no or limited editorial intervention over the content published. Some of these sites have extremely high levels of user activity and interactivity, allowing them to reach broad and diverse audiences in a manner that was not feasible before. This, at the same time, makes meaningful real-time monitoring challenging or even impossible and editorial intervention time- and resource-intensive.

Online platforms regulate their use through terms of service and community standards. The private regulatory mechanisms used by these platforms generally represent an efficient alternative to public regulation in the online space. The terms and standards are pre-established and unilaterally imposed on all users who want access to the services offered, providing the platform with quasi-normative power when it comes to user behaviour. This power extends not only to the substantive aspects of use, such

---


as the content that users are authorized to share or access, but also to enforcement-related ones, such as the criteria for decision-making and the technical tools used for the implementation of such decisions. In addition to these quasi-normative and quasi-executive functions, platforms frequently enjoy quasi-adjudicative power by requiring that disputes with users are settled via internal or other alternative dispute resolution or remedy mechanisms.

Such private ‘sovereignty’ should nonetheless be subject to public scrutiny to avoid arbitrary or abusive use of power. This is particularly important in light of some platforms undertaking functions traditionally catered for by the State. The argument that online platforms have become the digital age equivalent of public squares has been gaining traction in recent years. Due to their reach, use, and level of interactivity, some of these platforms arguably play a public interest role. Studies show that people have increasingly been getting their news from social media. Social media platforms have further been instrumental in disseminating information about political developments at home and abroad, humanitarian crises, and allegations of violations and abuses committed by States and Non-State actors. In some countries or provinces, certain social media platforms are so dominant that to many inhabitants they represent the Internet itself. As such, the information these inhabitants have access to online is restricted to whatever is available on these platforms. As offline information flows in these contexts are frequently restricted, social media platforms may constitute the main source of information, including of public interest information.


The full picture needs to be considered in light of technological developments that have provided new means and modalities for controlling the content available online. Online platforms and those who provide and facilitate access to them have considerable power in shaping the information that gets disseminated; that is, they have de facto authority when it comes to regulating online content. As offline news consumption continues to decrease, particularly with younger demographics, these actors can exert significant influence over individuals’ access to information, freedom of opinion, expression, and association, and over interlinked political and public interest processes. The issue has figured prominently in recent discussions centring around the role of social media in influencing democratic, including electoral, processes.

In addition to these regulatory functions, platforms have increasingly been undertaking policing and law enforcement functions traditionally considered to be State tasks. At times, such roles are delegated through law, as is the case of the German Network Enforcement Act. However, platforms increasingly undertake such functions without their being formally delegated by state authorities, in an attempt to avoid liability or pre-empt State regulation.

This paper aims to examine the division of responsibilities between the public and private sphere in countering terrorism and violent extremism in a context where the ‘playground’ is privately owned and operated infrastructure, with uneven levels of State regulation. It addresses means and modalities to ensure that Internet intermediaries, with particular focus on social media platforms, carry out quasi-enforcement and quasi-adjudicative tasks in a manner compliant with international human rights norms and standards. The analysis will pay particular attention to relevant developments in European Union (EU) laws and policies and Member State practices.

2. STATE TRENDS TO OUTSOURCE ONLINE (CONTENT) POLICING

Recent years have seen increasing pressure on Internet intermediaries that provide a platform for and curate third-party content to monitor and police, on behalf of the State,
online content that is generated or disseminated by users. This trend is prominently motivated by the use of ICTs and social media, in particular, by terrorist groups as a tool for recruitment, propaganda outreach, fundraising, and planning operations. Discussions on the role and responsibilities of relevant online platforms in preventing and countering terrorism and violent extremism have intensified in the wake of recent attacks perpetrated by individuals linked to or inspired by ISIL. Some policy-makers have expressed dissatisfaction with the efficiency of monitoring terrorist and violent extremist content and have warned platforms about the need to ‘do more’ if they want to avoid State intervention through binding regulation and sanctions.

For its part, the tech industry has attempted to tackle the problems posed by terrorist or extremist third-party content through coordinated initiatives aimed at bolstering the efficiency of individually taken measures. Coordinated initiatives include the Global Internet Forum to Counter Terrorism, the EU Internet Forum, bringing together EU entities, governments and technology companies, the Code of Conduct on Countering Illegal Hate Speech Online, and the Shared Industry Hash Database, to name a few. Individually, companies have pledged to take further action to counter the use of their platforms for terrorist and other unlawful purposes by employing


artificial intelligence and ‘human expertise’ to identify ‘extremist and terrorism-related’ content.19

3. ONLINE PLATFORMS AND COUNTER-TERRORISM

Relevant corporate obligations are included in a variety of laws adopted at the national level, among others those tackling hate speech, cybercrime, counter-terrorism, violent extremism, and intermediary liability. Many jurisdictions also encourage self- and co-regulation.

A. Terrorism and Violent Extremism: Dilemmas of Definition

Despite a plethora of multilateral treaties, Security Council resolutions, and other international and regional instruments addressing terrorism-related issues,20 an internationally agreed definition of terrorism or an agreed list of terrorism-related offences is lacking. As a result, relevant definitions are to be found in laws and policies adopted at the level of States, causing considerable discrepancies between different domestic frameworks.

Particularly pertinent to our context are preparatory and ancillary offences and, newly, offences criminalizing the advocacy of terrorism, including ‘glorification’, ‘apology’, ‘praise’ or ‘justification’ of terrorism.21 United Nations human rights mechanisms and other stakeholders have raised concerns over some definitions lacking precision, stressing the potential negative human rights implications of definitions of terrorism
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21 The UN Human Rights Committee has stressed that offences such as ‘praising’, ‘glorifying’, or ‘justifying’ terrorism must be clearly defined to ensure that they do not lead to unnecessary or disproportionate interference with freedom of expression. See United Nations Human Rights Committee, General Comment 34, Article 19: Freedoms of opinion and expression (CCPR/C/GC/34), para. 46. Similarly, the Secretary-General and the UN Special Rapporteur on Counter-Terrorism have expressed concerns about the ‘troubling trend’ of criminalizing the glorification of terrorism, stating that this amounts to an inappropriate restriction on expression. See Protecting Human Rights and Fundamental Freedoms While Countering Terrorism. Report of the Secretary-General (A/63/337) and United Report of the Special Rapporteur on the Promotion and Protection of Human Rights and Fundamental Freedoms While Countering Terrorism (A/HRC/31/65).
and related offences that are overly-broad\textsuperscript{22} or attach criminal sanctions to conduct that falls short of incitement to terrorism or advocacy of national, racial or religious hatred constituting incitement to violence.\textsuperscript{23}

Laws and policies addressing violent extremism similarly raise definitional concerns. While the term ‘violent extremism’ and related notions such as ‘extremism’ and ‘radicalization’ are prominently present in current political discourse at the international, regional, and national levels, none of these terms have internationally agreed definitions.\textsuperscript{24} Many of the relevant definitions found in domestic laws and policies have been criticized for being vague and at times encompassing manifestations that are lawful under international human rights law.\textsuperscript{25} In some jurisdictions, these concepts have become dissociated from violence,\textsuperscript{26} thereby raising the potential for abusive implementation, as such definitions risk selectively blurring the distinction between belief and violent conduct. Such approaches, especially when not accompanied by robust safeguards, risk leading to the suppression of views that deviate from the social norms accepted by the majority, under the guise of preventing extremism; and measures may target thought, belief, and opinion, rather than actual conduct.


\textsuperscript{24} Acknowledging this shortcoming, the Secretary-General in his Plan of Action to Prevent Violent Extremism stated that violent extremism is to be defined at the national level, while emphasizing that such definitions must be consistent with obligations under international human rights law.


\textsuperscript{26} A number of countries also target ‘extremism’ that is non-violent. For example, extremism is defined in the United Kingdom as ‘vocal or active opposition to fundamental values, including democracy, the rule of law, individual liberty and the mutual respect and tolerance of different faiths and beliefs’. See HM Government, Prevent Strategy (2011), Annex A; HM Government, Counter-Extremism Strategy (2015, October), para. 1.
The potential and actual uses of the counter-terrorism and preventing violent extremism framework to stifle dissent, to persecute human rights defenders, journalists, and the political opposition, and to criminalize the work of humanitarian organizations has been addressed at length elsewhere. Online platforms having to operationalize such laws and policies may find themselves contributing to the negative human rights impact of these frameworks. Even in cases where related domestic legal and policy frameworks do not present these shortcomings, the discrepancies between different domestic frameworks inevitably raise difficulties for online platforms, in particular those that operate worldwide (or at least in numerous jurisdictions), making it difficult to comply with all relevant domestic laws.

**B. Online Platforms as De Facto Content Regulators**

**I) Means and Modalities of Content Review**
Many platforms rely on a combination of artificial intelligence (AI) and human expertise to review and moderate content. The use of AI to spot terrorist or violent extremist content is a relatively new development, and platforms such as Facebook acknowledge that it is a tool that must be complemented by human review. Using algorithms to assess compliance with the law and terms of service or community standards provides for a time-efficient way for dealing with large volumes of material. It is one advocated by bodies such as the European Commission, which encourages online platforms to ‘step up investment in, and use of, automatic detection technologies’.

Algorithms, however, are not fool-proof, as they are not necessarily well-equipped to understand context, different forms of humour and satire, and may not pick up on certain subtleties. For example, hash-matching or even fingerprinting algorithms are not capable of analysing meaning or context, such as whether certain content contains
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28 See Monika Bickert and Brian Fishman, note 19.  
32 See, for example Julia Reda, ‘When filters fail: These cases show we can’t trust algorithms to clean up the Internet’ (28 September 2017) https://juliareda.eu/2017/09/when-filters-fail/, accessed 15 January 2018.
terrorist propaganda or hate speech, or reveals criminal intent. As a result, they may end up removing not only videos produced by terrorist groups for recruitment purposes, but also media analysis of these videos, or even footage uploaded by human rights groups reporting on abuses. Some machine-learning algorithms, such as natural language processing tools, are better suited for the kind of analysis required in this context. However, even their use comes with limitations. Experts argue that these tools cannot be applied with the same reliability across different contexts, as language use differs across different cultural, demographic, and linguistic groups. An algorithm trained to parse out anti-Muslim hate speech may achieve lower levels of accuracy when attempting to identify anti-Semitic hate speech, for example. As with any machine learning algorithm, these tools can also amplify existing biases (including social and other bias existing in a language). This may result in algorithms over-censoring groups that are already marginalized. Dialects that are underrepresented in mainstream text are also more likely to be misinterpreted, leading to algorithms performing less accurately, and many of the existing natural language processing tools only work for English or other high-resource languages. These limitations suggest that unchecked use of algorithms for content management may lead to screening that is over- or under-inclusive. The margin of error would prove particularly problematic in the case of large online platforms. For example, Facebook has at some point reported that it receives one million user violation reports a day. If all these reports were processed through AI tools, it would mean hundreds of thousands of mistaken decisions per day. For meaningful oversight of decisions made by AI tools, integrating the human-in-the-loop principle needs to be ensured. Unfortunately, most social media platforms do not provide meaningful information

38 Id., 14.
40 Natural language processing tools reportedly do not possess an accuracy rate higher than 80%. See Natasha Duarte, note 37, 5.
on content review procedures and the criteria that determine whether certain content will be reviewed by AI, human moderators, or both.41

Having content reviewed by human moderators does not necessarily assuage all concerns. Assessing what may amount to hate speech, incitement to terrorism, ‘glorification’ of terrorism or violent extremist content frequently requires a rather complex analysis to be conducted by a highly trained, specialized, and adequately resourced workforce. The reality, however, does not seem to fit this picture. Reports indicate that low-paid and insufficiently trained moderators frequently end up being the de facto gatekeepers of freedom of expression online.42 Moreover, bearing in mind the overwhelming pace at which content is posted, relying primarily on human monitoring, particularly in near real-time, would be next to impossible.

Many large social media platforms operate worldwide, or at least in numerous jurisdictions. This makes it difficult or even impossible to produce a universally suitable set of rules for their algorithms and moderators. As described above, such rules need to take into account the differences between domestic legal systems and the scope of prohibited content in different jurisdictions and linguistic, cultural, social, and other contexts.

2) Safeguards, Transparency, and Accountability
Detailed information on the means and modalities of content control exercised by online platforms is scarce. Terms of service and community standards are commonly drafted in vague terms and do not provide sufficiently clear guidance on the circumstances under which content may be blocked, removed or restricted, or access to a service restricted or terminated, including the criteria used for such assessments. Facebook’s Director of Global Policy Management, Monika Bickert, explained that the company does not share details of its policies to avoid encouraging people ‘to find workarounds’.43 This also means reduced transparency, including when it comes to the internal consistency of the application of these policies, and may as a result lead to reduced accountability.

41 See Monika Bickert, note 19. While the so-called ‘Facebook files’ provide some insight into the moderation process, many questions remain. Moreover, moderation policies of other major social network platforms remain obscure.


Information provided *ex post facto* is similarly lacking. Users are frequently not informed of the origin of removal requests, the procedure that led to removal or rejection of removal and the criteria used.\(^\text{44}\) They also have limited possibilities to challenge decisions to restrict content or access to a service. To tackle this shortcoming, the recently adopted German Network Enforcement Act requires companies to report on a biannual basis describing their means and modalities for handling complaints and disclosing the criteria for removing or blocking content. It similarly calls on companies to inform both the complainant and the users affected by particular measures, including the reasoning for the decision. The law, however, does not explicitly require companies to provide users with the option to challenge these decisions.

As relevant measures by private companies are generally taken in enforcement of terms of service and not on the basis of specific legislation, it is frequently not possible to challenge them in court. Platforms may also impose internal or other alternative dispute resolution mechanisms, should disputes arise. Moreover, as private bodies, such platforms are generally not subject to democratic or independent oversight in the way that public authorities are, despite their effectively carrying out regulatory, executive, and adjudicative functions.\(^\text{45}\) Removing the possibility of independent, including judicial, review of measures that interfere with human rights is problematic in general and particularly so having in mind recent legal and policy developments. Businesses are potentially facing fines and sanctions imposed by States if they do not restrict unlawful content.\(^\text{46}\) On the other hand, should they remove lawful content in the process, affected individuals have limited avenues of redress. In case of doubt, businesses will more likely err on the side of over-censoring.

**C. The Scope of Responsibility of Online Intermediaries**

Online platforms that host or store user-generated content and enable access to and retrieval of this content by the author and other users\(^\text{47}\) qualify as Internet intermediaries. Such intermediaries, as opposed to authors and publishers of content, are generally protected against liability for third-party content, with certain caveats. The scope of this exemption differs depending on jurisdiction.\(^\text{48}\) For example, under the EU e-Commerce Directive, hosting intermediaries do not incur liability as long
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\(^{44}\) See Annemarie Bridy and Daphne Keller, ‘U.S. Copyright Office Section 512 Study: Comments in Response to Notice of Inquiry’ (31 March 2016) 29.


\(^{46}\) See Section C infra : The Scope of Responsibility of Online Intermediaries.

\(^{47}\) Monica Horten, ‘Content ‘responsibility’: The looming cloud of uncertainty for Internet intermediaries’ Center for Democracy and Technology (September 2016) 5. See also Jaani Riordan, The Liability of Internet Intermediaries (Oxford University Press, 2016) Chapter 2.

as they ‘expeditiously’ remove or disable access to illegal content once they have ‘actual knowledge’ of its existence.\textsuperscript{49} Under EU law, it is not permitted to impose a general obligation to monitor content or to ‘actively seek facts or circumstances indicating illegal activity’.\textsuperscript{50} Similarly, so-called ‘notice and stay-down’ injunctions, involving an obligation to ensure that content, once removed, will not reappear on the platform, are also problematic to the extent that their implementation requires general monitoring.

The idea of introducing such a burden on intermediaries has emerged in current debates, with policy-makers calling for stricter regulation of the liability of Internet intermediaries when it comes to countering terrorism, violent extremism, and hate speech. Proposals include imposing fines and other sanctions on social media platforms ‘that fail to take action against terrorist propaganda and violent content’,\textsuperscript{51} and even having social media companies bear the costs of authorities policing content online.\textsuperscript{52} The introduction of criminal liability for platforms was discussed and ultimately rejected by the European Parliament in the context of the Directive on Combating Terrorism. However, the European Commission, in its \textit{Communication on Tackling Illegal Content Online: Towards enhanced responsibility of online platforms}, recommended that tech companies proactively look to identify illegal content on their platforms with the help of artificial intelligence, stressing that ‘online platforms should also be able to take swift decisions […] without being required to do so on the basis of a court order or administrative decision’.\textsuperscript{53} The Commission considers that online platforms can take the recommended proactive measures without fear of losing their liability exemption under the e-Commerce Directive.\textsuperscript{54}

Other developments similarly come close to recommending or requiring proactive monitoring by intermediaries, potentially also affecting the internal consistency of the EU legal framework. Article 28a of the review proposal to the Audio-Visual Media Services (AVMS) Directive\textsuperscript{55} provides that video-sharing platforms\textsuperscript{56} must


\textsuperscript{50} Article 15, e-Commerce Directive. See also \textit{Belgische Vereniging van Auteurs, Componisten en Uitgevers CVBA (SABAM) v. Netlog NV}, Case C-360/10 (2012) (European Court of Justice).

\textsuperscript{51} Toor, note 14; Gibbs, note 14.

\textsuperscript{52} See House of Commons Home Affairs Committee, ‘Hate crime: abuse, hate and extremism online’ (25 April 2017); McCann, note 14.

\textsuperscript{53} European Commission, note 30.

\textsuperscript{54} While the Communication addresses the compatibility of such proactive measures with Article 14 of the e-Commerce Directive, it does not pay similar attention to Article 15.


\textsuperscript{56} It must be noted that some civil society organizations and some Member States caution against the inclusion of video-sharing platforms, in particular social media ones, within the scope of the Directive. See EDRi, ‘EDRi Position on AVMSD Trilogue Negotiations’ (14 September 2017) https://edri.org/files/AVMSD/edriposition_trilogues_20170914.pdf, accessed 15 January 2018.
take measures to ‘protect all citizens’ from content containing incitement to violence, discrimination or hate.\textsuperscript{57} In addition to providing for a rather vague definition of such content,\textsuperscript{58} the proposed provision may be interpreted as requiring proactive monitoring.\textsuperscript{59}

As a result of such developments, the EU will have to assess the compatibility of the e-Commerce Directive with other instruments addressing the role of Internet intermediaries in combating hate speech and other illegal content, especially in light of the decision not to reopen the e-Commerce Directive. It is in this vein that the European Commission has adopted the above-mentioned \textit{Communication on Tackling Illegal Content Online}\textsuperscript{60} and is developing measures that set common requirements across the Union for companies when it comes to removing illegal content, as a means to avoid ‘overzealous rules that differ between EU countries’.\textsuperscript{61}

What seems to be missing is the human rights-based analysis of such new obligations. This shortcoming comes even though human rights concerns posed by far-reaching intermediary liability and, in particular, its negative impact on freedom of speech and interlinked rights, have repeatedly been flagged by international human rights mechanisms\textsuperscript{62} and civil society actors.\textsuperscript{63} It is questionable whether the course of action proposed in the Commission’s \textit{Communication} can be construed in line with human rights standards,\textsuperscript{64} including as spelled out in the EU Council’s \textit{Human Rights
Guidelines on Freedom of Expression Online and Offline,\textsuperscript{65} bearing in mind its emphasis on protecting intermediaries from an obligation of blocking Internet content ‘without prior due process’. Indeed, the Communication seems to stress ex post facto modalities of redress at the expense of ‘prior due process’. In this respect, it states that platforms should be able to take ‘swift decisions’ to take action with respect to illegal content ‘without being required to do so on the basis of a court order or administrative decision’. This is the case in particular when such content has been flagged by a law enforcement authority. Law enforcement authorities may be so-called ‘trusted flaggers’, together with other ‘specialized entities with specific expertise in identifying illegal content’. In some cases, platforms ‘may remove content upon notification from the trusted flagger without further verifying the legality of the content themselves’.

One entity identified as a trusted flagger in the context of assessing terrorist and violent extremist content is the Internet Referral Unit (IRU) of Europol. The IRU flags content that contravenes the EU legal framework related to terrorism and also content that goes against the terms of service set by platforms.\textsuperscript{66} However, terms of service instituted by platforms commonly impose restrictions that go beyond what could lawfully be imposed in compliance with freedom of expression standards.\textsuperscript{67} This approach creates the risk that content will be blocked, filtered or removed beyond what would be permissible under international human rights law. It may also result in undermining regular safeguards that protect against excessive interference, including the right to an effective remedy, as the end decision is ultimately delegated to private entities.\textsuperscript{68}

Relevant developments have to be noted at Member State level as well. Germany has recently adopted the controversial\textsuperscript{69} Network Enforcement Act,\textsuperscript{70} imposing onerous obligations on social media platforms with more than two million registered users. Platforms falling within the ambit of the law face fines of up to €50 million if they


\textsuperscript{67} See e.g. Elizabeth Nolan Brown, ‘YouTube says no to sexual humor, profanity, partial nudity, political conflict, and “sensitive subjects” in partner content’ (Reason, 1 September 2016) http://reason.com/blog/2016/09/01/youtube-bans-sex-drugs-and-politics, accessed 12 March 2018. As privately-run outlets, social media platforms can of course decide to shape the content hosted by them in order to facilitate the creation of a space that fits their business model, by enabling a more family-friendly or minor-friendly environment, for example.


\textsuperscript{70} Gesetz zur Verbesserung der Rechtsdurchsetzung in sozialen Netzwerken.
fail to remove or block access to ‘clearly illegal’ content within 24 hours\textsuperscript{71} and other illegal content within 7 days\textsuperscript{72} after having been put on notice through a complaint. The law includes no guidance on how to distinguish ‘clearly illegal’ entries from merely ‘illegal’ ones. Such lack of clear guidance, when paired with a threat of hefty fines, becomes a definite incentive to over-censor in case of doubt.

Implementation of the Act started on the 1st of January 2018 and related incidents have already drawn attention to the limits of algorithmic moderation\textsuperscript{73} as well as the discrepancies in the approach to moderating content demonstrated by different social media platforms.\textsuperscript{74} In addition to cases of lawful content being removed by overeager platforms, some argue that it also results in obstructing prosecution of related crimes, as deletion of online content frequently results in deletion or improper retention of evidence needed to plead the case in court.\textsuperscript{75} The Act will inevitably influence how major social media sites approach users’ freedom of expression, with its impact in all probability extending beyond Germany’s borders due to the cross-border nature of information flows and also the likelihood of it influencing similar legal and policy initiatives in other jurisdictions.

Changes in laws and policies aimed at more effectively tackling terrorist and extremist content and hate speech have also been contemnated in other jurisdictions. In this respect, the UK House of Commons Home Affairs Committee has recommended that Internet intermediaries proactively identify illegal content and expressed dissatisfaction with such platforms for only reviewing content after it has been flagged by users or other stakeholders and for not ensuring that blocked and removed content does not resurface.\textsuperscript{76} Similarly, the French-British Action Plan on the Use of the Internet for Terrorism Purposes\textsuperscript{77} (also known as the Macron-May Plan) calls on platforms to proactively identify terrorist content and prevent it from being made available by automating the detection and suspension or removal of content, based on both the posting person or entity and the actual content of the post. This measure

\textsuperscript{71} Unless the social media network agrees a different timeline with the competent law enforcement authority. Netzwerkdurchsetzungsgesetz, Article 1 §3 (2) No. 2.

\textsuperscript{72} Unless the unlawful character of the content in question depends on factual circumstances to be determined or unless the social media network transmits the case to an authorized self-regulatory mechanism (Einrichtung der regulierten Selbstregulierung). Netzwerkdurchsetzungsgesetz, Article 1 §3 (2) No. 3.

\textsuperscript{73} See note 31.

\textsuperscript{74} \textit{Ibid}.


drew criticism for advocating both far-reaching monitoring and prior restraint.\textsuperscript{78} The Plan also recommends measures that go beyond the existing ‘notice and take-down’ process, which has also been reinforced through the establishment of Europol’s Internet Referral Unit and the UK’s own domestic referral unit, raising the possibility of a ‘notice and stay-down’ obligation.

4. CONCLUSION

The Internet has frequently been described as a neutral tool that can be instrumentalised in various ways.\textsuperscript{79} It is fundamental in facilitating the public’s ability to seek, receive, and impart information and may provide a platform for persons and groups that are less included in debates of public interest, such as women and individuals belonging to minority groups, but it also enables terrorist groups and other criminal actors to convey their messages and use it as a recruitment and operational planning tool.

As online content continues to be generated at a staggering rate, attempts to control its flow encounter significant challenges and, due to the particularities of the digital space, tech companies running these online platforms are better positioned to regulate their functioning, while State powers in this respect may be more limited. There are clear expectations on the part of States that online platforms take more responsibility when it comes to illegal third-party content. Many governments view the use of automated decision-making tools as an essential component of handling content. The choice is understandable, having in mind the volume of the material that is being produced, the pace of such production and the need to take swift action. However, the limitations of existing technology are significant. If algorithms are used for regulating content, they become the rule, the rule-maker in the case of machine learning algorithms, and the tool for enforcement. The rules behind the algorithms become the \textit{de facto} standards for the platform and beyond.

The duty of States to protect the human rights of those within their jurisdiction, including from undue interference by third parties such as businesses, is well-established. Outsourcing such tasks – whether formally or informally, through actively encouraging corporate governance or through omission or acquiescence – without establishing adequate safeguards and oversight systems, fails to comply with that duty.\textsuperscript{80} The rise of automated processes without a corresponding strengthening of users’ rights is likely to lead to undermined protection, and while ensuring \textit{ex post}


\textsuperscript{79} Anja Mihr, Cyber Justice: Human Rights and Good Governance for the Internet (Springer, 2017), 47.

\textsuperscript{80} See, for example, Emily B. Laidlaw, Regulating Speech in Cyberspace (Cambridge University Press, 2015) Chapter 6.
**faceto** safeguards and modalities for redress is important, it is not sufficient, particularly as existing studies indicate that these tools go underused.81

There are, of course, legitimate and practical justifications for stressing the role and responsibility of social media companies in the context of countering terrorism and violent extremism. Due to the control and influence they exercise over content on their platforms, meaningful action could not be taken without their cooperation. Having private actors such as social media companies increasingly undertake traditionally public tasks in the context of Internet governance is probably unavoidable, especially as public authorities (including the judiciary) in most States do not have the human or technical resources to satisfactorily perform these tasks.

While it is inevitable for relevant private actors to play an increasingly significant role, including the taking up of quasi-executive and quasi-adjudicative tasks, this should not be done without proper guidance and safeguards. At this point, however, the outsourcing results in lowering or removing existing human rights safeguards and protections. Social media companies are stuck with tasks that they are not particularly well-equipped to carry out. For example, it is questionable whether private actors are well-placed to assess whether a particular measure is necessary and proportionate in the interest of national security or public order.

Social media platforms should be given clear and detailed instructions and guidance if they are to carry out such assessments. If control over elements of the right to freedom of expression are outsourced to these outlets, independent oversight of their conduct in this respect needs to be ensured, to guarantee transparency, accountability and respect for the right to remedy of individuals whose rights are unjustly interfered with in the process. The necessity for safeguards is not simply due to intermediaries lacking the relevant legal expertise, but a basic matter of legal principle requiring that measures impacting human rights be subjected to independent oversight by public, preferably judicial, authorities rather than left up to private bodies.

The challenges that arise in this domain call for ways to bridge public and private dimensions involved in promoting and protecting human rights. This in turn would require ensuring complementarity and synergy between various systems of regulation.82
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81 See note 44, Appendix B.
82 See note 80, 233-234.