Enhancing Graph-based Automated DoS
Attack Response

Gabriel KLEIN, Marko JAHNKE, Jens TOLLE-!
Peter MARTINIP

aResearch Institute for Communication, Information
Processing and Ergonomics (FGAN-FKIE), Germany
b Insitute of Computer Science IV, University of Bonn, Gerynan

Abstract. Timely and appropriate reactions to detected denial-ofice attacks
against computer networks are crucial in both civilian antitamy settings.
GrADAR is an intuitive graph-based approach for assessiagffects of DoS at-
tacks against computer networks so that response measmd®@utomatically
selected without human intervention. However, GrADAR Hhastations insofar
as implicit effects of countermeasures are only taken intmant by propagation
towards user nodes. Possible effects in the other direetieronly considered if
they are explicitly specified. For this, they need to be dydatown in advance
which is often infeasible. This contribution presents ateesion to GrADAR, in
which we consider resource workload and processing cajiebiand their effects
on resource availability. We incorporate workload measends into the GrADAR
model which are done by passive analysis of network traffie.fuvther augment
the active availability probes with passive measuremeértts ensures more ac-
curate availability values because additional measuretredfic that might falsify
results only needs to be injected when resources are cyrreritaccessed.

Keywords. denial-of-service attacks, automated response, respevalaation,
passive availability measurement

Introduction

In recent years, the number of attacks against computeoniedvinas steadily increased.
They cannot only be observed in civilian scenarios (e. gorarnerce or online banking)
but also in military settings. Among these attacks, deafadervice attacks are the most
prevalent, often resulting in inaccessibility of servieesl/or entire networks. This can
result in enormous financial losses, in case of commerciaicgtions, and negatively
impact battle readiness where military networks are carezbr

In typical wired networks, such attacks can be detected aviifgh degree of accu-
racy by incorporating intrusion detection systems intorteewvorks’ perimeter defence.
Once detected, security personnel can then suitably reslcese attacks. However, be-
cause of the increased speed and reliability, it is degrabieact to detected attacks in
an automatic fashion. For the automatic selection of respomeasures, it is necessary
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to quickly and accurately estimate the effects of the respecountermeasure on the
network resources.

In previous work, we have proposed GrADAR [1,2], an intudtapproach to create
and maintain a model of a computer network and the avaitglofiits resources from the
observations of deployed monitoring systems. The gragedenodel is able to express
both the effects of DoS attacks and the results of availaddpanse measures prior to
their application in the real-world network. Thus, the aygwh provides a methodology
for automatically selecting response measures to detatt@cks. The most appropriate
response is chosen based on metrics which are well-knowmthe pragmatic view of
network security officers.

This contribution proposes an extension to our previous@¥R approach that
seeks to incorporate the effects of network and resourc&laaa into the availability
estimation. This will permit a more detailed modelling oé tturrent network state. Fur-
ther, it will allow the specification of the effects of moremsplex DoS countermeasures.
To further improve the availability measurements and redbie workload placed on the
network and resources, passive measuring is employedihsfeactive probing.

The rest of this paper is structured as follows: sectionrbéuces related work done
in the area of passive measurements. Subsequently, s@ctjives an overview of the
GrADAR approach as well as some of its limitations. Sectigor@sents the proposed
GrADAR extensions, describing workload and the measuréfmamework in more de-
tail. Section 4 portrays first results and, following thagtion 5 presents a summary and
an outlook on future work.

1. Related Work

The area of passive network analysis has been a researchfantarest for a number
of years. In the context of this contribution, approachexeoned with the inference of
server workload and the identification of network flows argafticular interest.

In [3], Barford and Crovella describe an architecture fdivaty and passively mea-
suring the effects of Web server and network workload on tredity of client connec-
tions. They show that increasing network load causes aidetgon of connection qual-
ity. However, they observe a positive effect of server loadraffic characteristics and
attribute this to a reduced burstiness of traffic.

Eriksson et al. [4] reiterate a methodology for determirtimgynetwork structure by
passive measuring of hop counts. They address the issuassifighhop count data and
how to extract topological information from large hop codatabases.

Passive measurement is also a popular method for deteigrtiméncharacteristics
of network connections such as bandwidth, latencies orgidoks statistics. Seshan et
al. [5] propose SPAND, a system in which sensors distribtiteaughout the network
perform passive measurements and report to central peafareservers where the data
is collated. In [6], Lowekamp presents a report on the Wrasjeot which deals with
the development of network performance monitoring sohgiddere active and passive
measurements of traffic statistics are combined to redweaniount of artificial traffic
wherever possible.

To passively determine availability and workload, obsdrtraffic needs to be as-
sociated with the resources between which it flows. Distilogts can, for example, be



identified using NetFlow [7], but correlations between witthe same or different flows
also need to be ascertained subsequently. This is oftenlmosinple payload inspec-
tion, although this potentially requires large amounts einmory. However, recent ap-
proaches for the identification of upper layer protocoldude machine learning [8,9]
and multi-scale gamma models [10].

2. GrADAR Overview

In the GrADAR approach, a simplified model of the real-worétwork is created in or-
der to predict the effects of available response measuesssigienial-of-service attacks.
Figure 1 shows an overview of the approach.
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Figure 1. Schematic overview of the GrADAR approach.

2.1. Nomenclature

The core concept of GrADAR is based on theailability of resourcesResources (as
suggested in [11]) can be either services provided by hamlaasoftware components
(denoted ass), or users (denoted &4). Therefore, the set of resourcesis= S U U.
Each resource has an associated valdér) € [0, 1], signifying the extent to which
itis available to other resources. In [12] and [13], the @ptof resource-typical transac-
tions was proposed. We adopt this concept and define a resoawailability as the time
needed for a transaction with the resource. Since a restypically requires interaction
with other resources to function correctly, we assume tisaavailability is the result
of two independent factors, an internal state (titensic availability) and the values of



other associated resources (firepagatedavailability). Thus, a resource’s availability
is defined as

A(r) = Ar(r) - Ap(r) 1)

for eachr € R.

A resource r may be dependent on other resources...,s, (denoted
asr > si,...,r > s,). Inthis case, the degree to whicldepends on each of these may
vary [14,15] and can be specified by weighting the respedidmendency. This can be
formalised as

Ap(r) = Dy (wrs, (A(81)), Wr,s; (A(82)) 5+ Wrs, (A(80))), 2

whereD,. : [0,1]" — [0,1] is a dependency function and. ,, : [0,1] — [0, 1] are
corresponding dependency weighting functions. In opticoalditions,

D, (wrs, (1),...,wps, (1)) = 1.
A more detailed discussion of this can be found in [2].
2.2. Dependency Graph

To represent the availability dependency relationships&en the set of resourc®s the
resources in the real-world network are modelled as a didetyclic graplt; = (V, E)

with V. C R andE C ((SUU) x S). Its vertices correspond to the resources and the
edges correspond to the dependency between the respestorees. These resource
dependencies need to be determined beforehand, eithgtieally or experimentallyG;
contains an edgg, s) iff r>s. These edges are labelled with the corresponding weighting
functionw, ;. This graph is called thdependency grapand reflects the ideal state of
the network. Let; be the set of all possible dependency graphs.

2.3. Accessibility Graph and Overall Availability

A DoS attack typically affects the availability of resousc@hus, there is the possibility
that some resources might no longer be accessible to offteesefore, a second graph
is required, the so-calleatcessibility graphMutual accessibility of a set of resourcis
is expressed by a grafgh = (V, E) with V' C R andFE = ((SUU) x §), in which an
edge(r, s) exists when a resources directly accessible from. The vertices: € R of
the accessibility graph are labelled with the correspogdsource’s availabilityd (7).

The availability of user nodes is interpreted as the usergdeed availability of the
network. Since the network supports one or more users opgrofiusers in conducting
a common mission, we define the overall availability of theénwek as the weighted
average of all user nodes’ availability values:

AG) =Y m(u) - Au),



wherem(u) is therelative importancef useru to the common mission which needs to
be determined beforehand or adaptively, angd.,, m(u) = 1. LetG be the set accessi-
bility graphs.

Usually, monitoring systems deployed in the network willyobe able to observe
availability values for some of the network’s resourcedsTé especially true for users,
for which an availability cannot be objectively measuretlug, the availability of re-
sources for which values cannot be observed need to be éstink®r a resourcewith
ro>sy,...,T > Sy,, this estimation is done by propagating the availabilitiuea of the
resourcess, ..., s, in the inverse direction of the corresponding dependenayioe-
ship expressed in the dependency graph, i. e. along the édges, ..., (s,,r), and
then calculatingd(r) according to equations (1) and (2) witty (r) = 1.0. This can be
efficiently done, for example, with a depth-first search dtgm, starting from the user
vertices and terminating at vertices withg,,(r) = 0.

As opposed to the dependency graph, the accessibility glagis the actual current
state of the network.

2.4. Response Selection

Once an attack has been detected, an appropriate reactioli $fe selected automat-
ically. With the current dependency graghand the current availability grapf, we
define acountermeasurer response measuss a transformation

Q:QAXQHQAXQ.

The dependency graghf = (V', E) is obtained fron; by adding or removing vertices
or edges, and the accessibility gragh= (V’, E’) is derived fromG by also adding or
removing vertices or edges but, additionally, vertex allity values can be changed.
Let the set of available countermeasures be denotéd as

As response measures may be arbitrarily complex in nate@ssume that a single
response measuéecan be divided intdVy € N* successive atomiesponse step&™:

=000 .  opWNe)

Each of these real-world response stéfpscorresponds to one of the graph transforma-
tion primitives mentioned above (adding/removing vegice edges, setting availabil-
ity). The effects of such a response step can be either jiressociated with the ac-
tion (explicit impac} or a result of changes in the environment due to the respsiape
application {mplicit impac).

For the automatic response measure determination, eathtdeaountermeasure
6 € O is now applied in parallel to the current accessibility drafpor each change in the
accessibility graph, the propagation algorithm mentioakdve needs to be executed.
The resulting graphs (so-callegsponse graphsare then compared with respect to dif-
ferent metrics, e. gexpected response successexpected response co$8y, and the
most appropriate response is then applied to the real-wetidork.

The resulting dependency graph of one such GrADAR cycle ésl &s the input
for the subsequent iteration. Thus, the process congtituge-calledlosed-loop control
system



2.5. Current Limitations

During the validation of the GrADAR approach it became appathat correctness and
robustness could only be achieved if the precise effectealfworld countermeasures
in the graph space could be accurately predicted. Becaueeaflosed control loop
structure of the approach, subsequent iterations of the Jamild operate on incorrect
input.

So far, the response measures for which effects were sgkcifiesisted only of
blocking access to specific resources (e. g. closing a fit@oel) or migrating resources
to different locations (e. g. installing a new server to agglanother). The effects of these
operations on the graph could be specified fairly easily im$eof changed availability
values or changing edges in the graph.

However, more complex behaviour of resources, such as thettions between
workload placed on a resource and its processing capaaiti@sheir effect on that re-
source’s availability, are only expressible if fairly w&hown and specified in advance.
This is because the effects are taken into account by prépgdhem through the acces-
sibility graph according to the update algorithm. This ire@® constraints in that effects
can only be propagated in the reverse direction of the degraaydelationship. Effects on
resources in the other direction cannot currently be espkd-or example, blocking a
DoS attack against a Web server at a firewall port would hawexiplicit impact of a 0.0
availability at the firewall port. This would be propagatedhe (dependent) user node.
However, a possible implicit impact could be an increasedlability of the Web server.
This is currently expressible only if the changes in avadlitybare known beforehand
and “hard-coded” into the graph transformation, somethihich is often impossible.
It is desirable to predict such effects on resource avditaliependent on the current
network situation.

Furthermore, availability measurements are currentlfopered only through active
probing, i. e. by sending requests to the respective ressuaned measuring and normal-
ising the time required for an answer. This poses two probldfirst, the measuring
process itself produces workload for the network and thgetaresource, and second, it
requires the measuring process to produce a traffic patteichs representative for the
specific resource.

3. Beyond GrADAR: Improving Availability Estimation

Due to the limitations recounted in section 2.5, we propeserthance the GrADAR
approach by incorporating the effects of workload and recsmuoapacity into the graph-
based model and avoiding active probing in favour of passiadability measurements.
We believe that through the enhancements described inebi®a the correctness and
robustness of the approach can be significantly improved.

3.1. Solution Idea: Propagation of Workload
To more accurately represent the graph-based equivaléBis®attack response mea-

sures, we propose to incorporate the workload placed onahieus resources into the
GrADAR model. For this, the relationships between resourgekload and its availabil-



ity need to be determined, especially in the area of a ressupcocessing capacity. Ad-
ditionally, dependency relations between the workloadifiéint resources should be
investigated. If such relationships exist, this couldwltbe inference of workload values
for resources of which workload cannot be directly measusédilar to availability es-
timation, this could be done by propagation according tonthekload relationships; see
figure 2 for an example. Here, two users (or user grougs®r 1 andUser _2, com-
municate with an HTTP serveTTP_S1, via two separate firewall ports{TTP_F1
andHTTP_F2. In figure 2(a), the workload generated during a DoS attackidsr 1

is propagated (in the direction of the dependency relatiipgo the firewall port and
the HTTP server. Because of this workload, the HTTP serveramaavailability of 0.0
which, in turn, is propagated (against the dependencyioaktiips) to the resources de-
pendent on it. An example response to such an attack, naroalibg the attacker at
the firewall, is depicted in figure 2(b). As a result, the woed generated byser 1 is
no longer propagated T TP_S1 which causes an increase in the server’s availability.
This, in turn, is propagated tdser _2.

Load

(a) Workload-based DoS attack. (b) Example response to DoS attack.

Figure 2. Example of workload propagation in the GrADAR model.

3.2. Workload Definition

Before the workload.(r) of a resource: € R can be effectively measured, it needs
to be defined in a suitable fashion. The dictionary definekimad as “the amount of
work assigned to, or done by, a worker or unit of workers inveegitime period” (The
American Heritage Dictionary, 2nd Edition). Similar to tdefinition of availability as
the normalised duration of a resource-typical transadser e. g. [12,13]), a resource’s
workload can thus be defined as the number of typical traiosect resource needs
to process per unit of time. Since a networked applicati@nato contains multiple
types of resources, different types of “work” need to be abered as each resource has
transactions that are typical for it; for example, the nundfeoncurrent transactions a
Web server needs to process. Table 1 contains a listing sftjesesources along with
the availability and workload definition for each of them.



Table 1. Workload definitions for selected resources.

Resource Availability definition Workload definition
IP stack ICMP ping response time IP packets/time
CMS Delay for receiving backend content Current activedaations

IRC server Delay for connection, joining channel and Current active transactions
sending a message

DB server Delay of query from Web server backend Current hivansactions

DNS server  Delay for result of lookup query Requests/time

MAC layer  Interface up/down Frames/time

CPU . o B Average CPU load

M Execution delay for application requiring A i
emory CPU/memory/HDD verage memory consumption

HDD Average consumed HDD capacity

To adequately compare the workload of different types adueses, workload val-
ues need to be normalised:

L(r) = 7 (3)

max (’I") ’

where L,,...(r) is the maximum workload which a resource can adequatelyegsoc
within a certain time frame. This is closely related to théirdgon of availability (c.f.
[1,2]) where request-response delays are normalised @éfhect to a maximum accept-
able time from a user’s perspective.

3.3. Measurement Framework

The measurement of availability and workload is performmzbading to the framework
outlined in the SDL [16] diagram depicted in figure 3.

Passive sensors at appropriate locations in the netwogk & central switches or a
firewall) constantly observe passing traffic. Differennhversationdetween consumers
and providers of a service, and tlhansactiongdhey comprise are identified by analysing
packet headers and correlating certain fields, e.g. sequaumtbers, |IP addresses or
port numbers. For each recognised transaction, varioyseptiies of the traffic such as
average packet loss, transaction duration, average riviptine, jitter, etc. can be used
to evaluate the availability of a resource; c.f. [12] and][i@ details of how traffic
properties can be used to make quantitative statements #imquality of a service.
Thus, a resource’s availability value can be updated afieln eompleted transaction.

By logging the number of transactions for different sergiaad/or protocols, these
sensors can also establish a current workload for the obdemsources. As already
mentioned (c. f. table 1), the number of typical transactiaithin a specified period of
time (or possibly the ratio of initiated vs. completed tractsons) can serve as a workload
metric.

The goal of our work is the identification of current threaisatnetwork and the
ability to react in near-real-time. Bearing this in mindsétems advisable to consider the
development of resource availability and workload over st@nisable period of time
rather than only the currently measured values. Using this base for decisions may
reduce the likelihood of overreactions or false positives.



- Wait4Timer PeriodicAction

DCL expirytime Time := 0.0;
DCL period Duration := 10;
TIMERT;
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Figure 3. SDL diagram of the measurement framework.

The aforementioned description of passive measuremesiisngs that representa-
tive traffic for all relevant resources can always be obsgr¥éis may not be the case
in real-world configurations, e. g. if clients are un@afcon in military settings. Thus,
to always retain an overview of the current network stataiya measurements need
to be performed if no traffic was observed for a certain amadiime. In the case of
availability, this is done via an active probe which corsista (representative) request
to the respective resource. The resulting availabilityhis hormalised duration of this
request. The resources’ workload needs to be queried ljingatappropriate interfaces
at the resources themselves (e. g. via SNMP [17]), althohighrttroduces a certain de-
gree of dependency on specific applications and protocalte that, when performing
active measurements, the load generated by these artigcjabsts needs to be taken
into account and compensated when determining resourddomol:

We are aware that both active and passive measurementsibadeahtages. In the
case of active probing this is the injection of additionaffic into the network resulting
in increased workload for the targeted resources. On ther ¢dthnd, when observing
traffic passively, the volume of traffic to be dealt with is @atially prohibitively large.
We try to avoid this by restricting ourselves to the analgéisnly packet headers instead
of entire packets.

4. Preliminary Results

We have performed first simple workload and availability swaments in a network
topology depicted in figure 4. A client accesses a contentagament system (CMS)
which, in turn, retrieves its data from a database serverdiffieaent host (scenario 1). In
a second measurement scenario (scenario 2), both the CMBeddtabase are located



on the same host. In both cases, the servers are separaiatiérolient by a firewall host.
The servers hosting the Web and database servers are abdiei-gingle core machines
and are thus not able to process requests entirely in plaralle

The values shown in figures 5 and 6 were obtained by generatinigcreasing
number of concurrent requests per time frame. For each nuofilsencurrent requests,
the measurement process was repeated 300 times. The meastregsponse durations
were used as the basis for the availability calculations.

Figure 4. Server setup during measurements.

Figure 5 shows the measurement results for scenario 1. Tineatieed CMS work-
load and availability are plotted against an increasinglmemof concurrent requests di-
rected at the Web server. At first, the CMS availability degsalinearly with the in-
crease in workload. Beyond around 15 concurrent requasyerioad situation is en-
tered, in which the availability remains at zero (shown &style-shaped data points in
the diagram). At this point, the server cannot process rquwethin an acceptable time
frame.
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Figure 5. CMS workload and availability plotted against increasingnier of concurrent requests; CMS and
DB server on separate hosts.

In the second scenario, where the DB server is on the samas$tise CMS server,
the CMS availability degrades slightly more quickly (depitin figure 6). This is most
probably because both server processes share the sam@’sygsources. Load pro-
cessed by the CMS is partially transferred to the databasiehwin turn, reduces the
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Figure 6. CMS workload and availability plotted against increasingntoer of concurrent requests; CMS and
DB server on the same host.

available resources for the CMS. Also, the availabilityveuis less smooth. The small
confidence intervals suggest that the reasons for the mu#ife systematic. They could,
for example, be caused by changes in scheduling policiesig hlso true for the outlier

observed in scenario 1.
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Figure 7. Relationship between resource workload and availability.

Figure 7 shows the relationship between workload and avilifiafor both scenar-
ios. In both cases, the correlation coefficient is very ckose 1. This suggests the ex-
istence of a functional dependency between resource watldod availability. In this
simple first example, we observe a linear dependency betthedwo values. However,
more complex dependencies may exist, e. g. in the case oftacotg system which is
able to process multiple requests in parallel. Here, up tertain workload, the avail-
ability should not be markedly impaired at all. Also, whemsiglering other types of
resources (e. g. the operating system kernel), binaryioakttips are possible, where a



resource remains fully available up to a certain worklodtgravhich it immediately
drops to zero.

5. Summary and Further Work

This contribution has discussed an extension to GrADAR pam@ach for automatically
assessing the effects of denial-of-service countermeasincluding the effects of re-
source workload into the GrADAR model permits the speciiicabf complex counter-
measure effects.

Workload and availability measurements were performed Bingple DMZ-like
setup which included machines representing a client, a ditéwost and two servers.
They were conducted using a passive monitoring solutioalti@mf calculating resource
workload and availability from observed network traffic.eltesults of these measure-
ments indicate a possible functional dependency betwesuree workload and avail-
ability which justifies the incorporation of workload measments into the GrADAR
approach.

The work done regarding the GrADAR extension is of a prelemnnature. There
are numerous aspects which need to be considered in futuke 8w far, the generated
traffic used for measuring workload and availability cotesisonly of a steadily increas-
ing number of concurrent clients requesting the index pdga @-commerce Web site.
Representative traffic for such a scenario needs to be geddoa a more detailed eval-
uation; e. g. according to a formal customer state model pitdel in figure 8 with dif-
ferent states for each type of viewed page and appropriate sansition probabilities.
Also, possible dependencies between the workload of differesources needs to be
investigated, e. g. workload placed on the CMS and its batketabase.

View View
article recomm.

Figure 8. Possible state model underlying browsing by Web shop custam

Where the passive analysis of traffic is concerned, problaang arise when only
parts of conversations between resources can be obsergediue to node movement
in mobile ad hoc networks. In this case it might become nesgd® harmonise the
observations of multiple sensors distributed throughloeittetwork.
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